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Abstract

Thermal ablation is a well-established successful treatment for cardiac

arrhythmia, but it still presents limitations that require further studies and

developments. In the rotor-driven functional re-entry arrhythmia, tissue hetero-

geneity results on the generation of spiral/scroll waves and wave break dynam-

ics that may cause dangerous sustainable fibrillation. The selection of the target

region to perform thermal ablation to mitigate this type of arrhythmia is chal-

lenging, since it considerably affects the local electrophysiology dynamics. This

work deals with the numerical simulation of the thermal ablation of a cardiac

muscle tissue and its effects on the dynamics of rotor-driven functional re-entry

arrhythmia. A non-homogeneous two-dimensional rectangular region is used in

the present numerical analysis, where radiofrequency ablation is performed.

The electrophysiology problem for the propagation of the action potential in the

cardiac tissue is simulated with the Fenton–Karma model. Thermal damage cau-

sed to the tissue by the radiofrequency heating is modeled by the Arrhenius

equation. The effects of size and position of a heterogeneous region in the origi-

nal muscle tissue were first analyzed, in order to verify the possible existence

of the functional re-entry arrhythmia during the time period considered in the

simulations. For each case that exhibited re-entry arrhythmia, six different abla-

tion procedures were analyzed, depending on the position of the radiofrequency

electrode and heating time. The obtained results revealed the effects of different

model parameters on the existence and possible mitigation of the functional

re-entry arrhythmia.
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1 | INTRODUCTION

Cardiac arrhythmia is the clinical condition of anomalous heartbeat. This generic designation encompasses a vast range
of heart diseases that may result in heartbeats mildly slower or faster than normal, as well as abrupt heartbeat varia-
tions. Heartbeat variations may either vanish or become severe and uncontrolled, like in the case of fibrillation that
may lead to cardiac arrest and death. Arrhythmia can be caused by several abnormalities related to the electrical stimu-
lation of the cardiac tissue, such as1: (i) abnormal rhythm generation by the pacemaker cells; (ii) another site in the
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heart controlling the contractions (ectopic site) instead of the sinoatrial node; (iii) blockage of the excitation impulse
along the conduction pathway; (iv) spontaneous generation of undesired or weakened impulses; or (v) abnormal path-
ways and patterns of transmission throughout the heart. Ventricular arrhythmia is a major cause of sudden deaths
resulting from heart failures, especially in patients with a history of infarction.2 In 2019, over 315 thousand deaths
worldwide were attributed to atrial fibrillation (AF) and flutter, and the global death rate related to those two types of
arrhythmia has been steadily increasing since 1990.3

Figure 1 shows an illustration of an action potential (AP) for a typical nonpacemaker myocyte. The time between
the end of one AP (repolarization) and start of next one (depolarization) is known as diastolic interval (DI). The action
potential duration (APD) includes an effective refractory period (ERP), when the cell is not excited by other stimuli.
The action potential duration restitution (APDR) denotes the relation between APD and the preceding DI.4 APDR and
the conduction velocity restitution (CVR) have been reported for various tissues of healthy and unhealthy
hearts5,6,7,8,9,10 and are important parameters related to the stimulus propagation in the cardiac tissue.

The rotor-driven functional re-entry arrhythmia is one of the various types of arrhythmogenic diseases. It exhibits
complicated phenomena of spiral/scroll wave generation and dynamics that can cause dangerous sustainable fibrilla-
tion. The rotor-driven functional re-entry arrhythmia is illustrated by Figure 2, where three sequential excitation pulses
(S1, S2, and S3) travel from left to right in a medium containing a rectangular region (marked by the yellow rectangle)
where the restitution properties are larger than those of the rest of the domain. The stimuli were initiated at times 0 ms
(S1), 200 ms (S2), and 320 ms (S3), adjacent to the left wall of the region. Figure 2A–F shows the normalized electric
potential at different times, where white and black colors represent the highest and lowest potentials, respectively. After
the AP due to the S1 wave ends (i.e., repolarization is completed), a DI is established until the S2 wave excites each cell
again (see also Figure 1). The width of the wave caused by S2 in the internal rectangular region in Figure 2A is clearly
larger than that of the rest of the domain, because of its larger restitution properties. When the third wave (S3) reaches
the internal region, it is still repolarizing from the S2 excitation, while the rest of the domain is normally excited
(Figure 2B). Then, wave S3 is disrupted (Figure 2C) generating the spiral shapes observed in Figure 2D that characterize
functional re-entry and cause abnormal depolarizations in the opposite direction of the original stimuli (Figure 2E).
This process eventually reaches a fibrillatory state with a completely asynchronous excitation pattern (Figure 2F). The
AP variations of two points at the central vertical line can be seen in Figure 2G (see Figure 2A–F for the locations of
these points, which are marked with the same colors of the AP curves). Similarly to Figure 2A,B, Figure 2G shows that
the APD for S2 is longer for the point in the internal region (red curve) than for the point outside this region (green
curve). As a result, when S3 reaches the internal point around t¼ 500 ms, it is still in its refractory period and is not
affected by the third stimuli. Although Figure 2 presents rotor-driven functional re-entry caused by external stimuli, it
is representative of arrhythmia caused by physical activity or heart diseases.

In a review dedicated to the classification of basic mechanisms of cardiac arrhythmia, Antzelevitch and
Burashnikov11 designated the rotor-driven functional re-entry as a disordered movement generated by rotors with no
anatomical obstacle (i.e., all tissues are functional). Pandit and Jalife12 describe how the rotors induce atrial or ventricu-
lar fibrillation, while open topics on the subject are discussed by Nattel et al.13 Rotors are the curved structures created
around the wave tip, which can act as a source of fibrillation (asynchronous excitation). Rotors generate vortexes12 that

FIGURE 1 Illustration of an action potential (AP) for a typical nonpacemaker myocyte. Numbers refer to the AP phases: resting

membrane potential (4), fast depolarization (0), initial repolarization (1), plateau (2), and fast repolarization (3). APD90: action potential

duration, the subscript means the cut-off was taken at 90% repolarization. DI, diastolic interval; ERP, effective refractory period
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depend on the curvature of the excitation waves. In two-dimensional problems, the vortexes appear with spiral
shapes.13 In three-dimensional problems, scroll waves are developed and the combination of all spiral tips becomes a
one-dimensional curve known as filament (vortex line).14 The existence of scroll waves and filaments has been demon-
strated numerically15,16 and experimentally.17

In the ablation treatment of arrhythmia, electrophysiology properties of a target region in the cardiac muscle are
modified by thermal damage to eliminate or minimize undesired electrical conduction, re-entrant cycles or anomalous
focal points. Lee et al.18 described thermal ablation as the main treatment for patients with recurrent symptoms, inces-
sant focal atrial tachycardia, tachycardia-mediated cardiomyopathy, first episode of typical atrial flutter and with flutter
after anti-arrhythmic treatment of AF. The success rate of ablation has been reported as 85%�90% for atrial tachycar-
dia18 and idiopathic ventricular tachycardia.19 However, the efficiency of thermal ablation is highly dependent on the
type of arrhythmia. For example, for the case of scar-related ventricular tachycardia there is no optimal strategy to iden-
tify the arrhythmogenic substrate,20 while the success rate of ablation after 3�5 procedures is rather low for patients
with persistent AF.18,21 In their seminal work on the development of personalized virtual-heart technology to guide
ablation, Prakosa et al.22 refer to modest success rates (50%�88%) in the elimination of infarct-related ventricular

(A) (B) (C)

(D) (E) (F)

(G)

FIGURE 2 Example of rotor-driven functional re-entry arrhythmia. Propagation of the action potential (AP) in a rectangular domain

containing an internal region with restitution properties larger than those of the remaining medium. Three stimuli were imposed adjacent to

the left border at times 0, 200, and 320 ms. (A–F) Propagation of normalized AP, where white and black colors represent the highest and

lowest potentials, respectively. (G) AP variations at two points on the central vertical line: colors indicate the points marked in (A–F)

DANTAS ET AL. 3 of 24



tachycardia (obstacle re-entry), due to limitations on the precise electrical mapping to identify target regions. Long-term
monitoring has also revealed that a significant number of patients continue to suffer asymptomatic AF after ablation,23

and the success of ablation for AF without medications is 40%�60% after 1 year of a single procedure, reaching 70%
for 3 or more procedures.24,25

Technological advancements must be pursued for optimal localization of target regions in order to improve the suc-
cess rate of the ablation treatment. In the CONFIRM trials26,27 accurate targeting of the rotational drivers eliminated or
reduced AF by ablation in 86% of 101 cases. In addition, deeper understanding of arrhythmogenic mechanisms are
required to improve the success rate of the thermal ablation treatment,26 particularly for rotor functional re-entry
arrhythmia.13 Spector et al.28 presented two-dimensional numerical simulations that revealed how spiral re-entry waves
could be eliminated when the wavefront reached the border of the domain. In fact, the advancement in computer
power enabled the use of numerical simulations of the whole heart for different purposes,29 including the thermal abla-
tion treatment of arrhythmias.2,21,22,30,31 However, coupling of different mathematical models of the related multi-
physics nonlinear phenomena, as well as numerical simulations under uncertainties,32 are required to optimally design
an individualized thermal ablation treatment for each patient.

The objectives of the present computational work are twofold. First, numerical simulations of the electrophysiology
problem are performed to examine the effects of non-homogeneous restitution properties on triggering and sustaining
rotor functional re-entry arrhythmia. A two-dimensional rectangular domain is considered here, with an internal rect-
angular region with larger restitution properties than those of the surrounding medium. A total of 12 cases are simu-
lated with different sizes and positions of the internal region with distinct properties, in order to analyze if rotors are
created and how they behave. The second objective of this work is to analyze the effects of the thermal ablation treat-
ment on the elimination of rotor re-entry. For each arrhythmogenic case, six ablation procedures were considered,
involving different positions of a radiofrequency electrode and heating times. The electrophysiology problem is modeled
in this work with the Fenton–Karma 3V-SIM model.15 Thermal damage resulting from the radiofrequency heating and
heat transfer is considered to follow Arrhenius' model.33,34

Novelties of this work include the effects of the thermal damage caused by ablation on the analysis of functional re-
entry cardiac arrhythmia. The thermal damage is continuously taken into account in the electrophysiology problem by
using the concept of the survival cell ratio,35 in order to identify a sub-lethal zone that has been experimentally
observed.36,37 Other commonly found approaches are based on a temperature threshold value to distinguish between
regions that are thermally damaged or not.33,36,35 The concept of the survival cell ratio proposed by Pearce35 is more
appropriate than a quite simplistic threshold classification of functional and damaged tissues based on arbitrary values
of temperature or thermal damage degree. In fact, threshold values commonly used in the literature for the thermal
damage degree are those associated with skin burns by hot water,38 and cannot be directly related to thermal damage
caused to other tissues or by other heating sources.35

Due to the importance of the electrophysiology model for this work, a literature review on this topic is briefly pres-
ented in the next section and the selection of the Fenton–Karma 3V-SIM model15 is justified. This section is followed by
the definition and formulation of the coupled radiofrequency, heat transfer and electrophysiology problems that are
numerically solved with finite control volumes.39 Results and pertinent discussions for the different cases examined
here are then presented and the paper is closed with a section of conclusions that also summarize our contributions.

2 | ELECTROPHYSIOLOGY MODELS

Since the original work of Hodgkin and Huxley40 electrophysiology models have attracted the attention of different
research groups, working with various kinds of excitable cells. Sermesant et al.41 classified the electrophysiology models
as biophysical, phenomenological, and eikonal.

Biophysical models account for the electrical currents through various ion channels across the cell membrane,
which are regulated by gate variables, and can consider intracellular structures. The dynamics of the gate variables can
be represented by several differential equations that need to be solved for a single cell. Noble42 adapted the Hodgkin–
Huxley formalism to cardiac Purkinje fibers and pacemaker cells. The calcium current that significantly affects the
repolarization delay in AP of myocytes (phase 2, see Figure 1), was added in the model of Beeler and Reuter43 for ven-
tricular fibers. Later, DiFrancesco and Noble44 vastly expanded the model for 16 dependent variables and more than 30
parameters. Luo and Rudy45 updated the description of concentration changes and ionic currents to match new experi-
mental results, while also considering the intracellular fluxes related to the sarcoplasmic reticulum. This model has
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even been modified to include the effects of genetic diseases.46 Biophysical models are capable of reproducing complex
dynamics observed in cardiac tissue and can reproduce spiral waves.47

Phenomenological models are focused on the propagation of excitation waves by treating the spatial domain as con-
tinuum, instead of the discrete nature of cells embedded in an extracellular matrix.48 In bidomain phenomenological
models, an intracellular domain is superimposed to an extracellular domain.49 In the phenomenological monodomain
model proposed by Fenton and Karma,15 the ionic currents are given by:

Iion ¼ Ifi U;vð Þþ Iso Uð Þþ Isi U;wð Þ, ð1Þ

where, the fast inward current Ifi promotes depolarization and is controlled by the gate variable v. This current repre-
sents the fast sodium channels with a gating variable analogous to the ones used in biophysical models. Iso is a slow
outward current that simulates time-independent potassium currents. The last term in Equation (1) is a slow inward
current Isi with gate variable w, which represents the calcium transport that occurs mainly in phase 2 of the AP (see
Figure 1).

The Fenton–Karma model15 is capable of representing complicated phenomena with a relatively small number of
parameters. In their original15 and subsequent article,14 Fenton and Karma refer to their model as 3V-SIM (three vari-
able simplified ionic model). They examined vortex dynamics in two dimensions (spiral waves) and three dimensions
(scroll waves). The 3V-SIM model was later modified to a four-variable version by Orovio et al.,50 which could more
accurately reproduce the dynamics of Priebe-Beuckelmann's51 and Ten-Tusscher's52 models.

Finally, the simplest electrophysiology model utilizes the eikonal equation,53 which is given by:

F xð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rt xð Þð ÞTD xð Þrt xð Þ

q
¼ 1, ð2Þ

where, F xð Þ is the local wave speed function, D xð Þ is a tensor that models directional anisotropy and the dependent var-
iable is the arrival time t xð Þ at a position x.

Sermesant et al.41 have considered multiple wave propagation for the simulation of depolarization followed by repo-
larization wavefronts. The eikonal model has also been combined with phenomenological models.54 Chinchapatnam
et al.55 used a different version of Equation (2) termed eikonal-diffusion equation, which included the divergence of the
depolarization time. Jacquemet56 extended the eikonal-diffusion methodology to consider re-entrant arrhythmia, while
the refractory and restitution properties of cardiac electrophysiology were implemented in Equation (2) by Pernod
et al.57 These authors modified the multi-front fast marching method for the numerical solution and presented their
results for radiofrequency ablation of anatomical re-entry arrhythmias. An approach similar to the eikonal model is to
use hybrid cellular automaton with models for the physics of the cardiac tissue stimulation.28,58

In a review about numerical techniques for modeling cardiac electrical activity, Plank et al.48 detailed how the dif-
ference of scales between cells and tissues or organs can make the use of biophysical models prohibitive. In addition,
biophysical models are complex and the required number of input parameters is large, as opposed to what is preconized
in the Principle of Parsimony or Occam's Razor. The classical eikonal model's dependent variable is the time when a
point is affected by an imposed stimulus, like the depolarization time by a single wave. Although extensions of the clas-
sical eikonal model have been developed as described above, the simplicity and accuracy reported in the literature for
the simulation of rotor functional re-entry arrhythmia make phenomenological models as the natural choice to be used
in this work.9,14,15,59,60

3 | PHYSICAL PROBLEM AND MATHEMATICAL FORMULATION

A two-dimensional rectangular domain was considered for the cases examined in this work, which dealt with:
(i) analysis of the electrophysiology behavior and possible generation of rotors due to non-homogeneous restitution
properties of functional tissues; and (ii) radiofrequency thermal ablation and heat transfer analyses to quantify local
thermal damage and possibly eliminate rotors. Thermal ablation was applied only to those cases where rotors were gen-
erated by a rectangular internal region with restitution properties with values larger than those of the surrounding
medium.
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This section starts with the description and mathematical formulation of the electrophysiology problem. Then, the
coupled thermal ablation and heat transfer mathematical formulations are presented, and the thermal damage model is
detailed.

3.1 | Electrophysiology problem

In the electrophysiology problem, the transient transmembrane potential U ¼U x,y, tð Þ (mV) was computed in a rectan-
gular domain 0< x <Lx and 0< y< Ly, which contained an internal rectangular insertion with restitution properties dif-
ferent from those of the base surrounding medium (sizes Lh and Hh in the x and y directions, respectively) as illustrated
by Figure 3. The localization of this internal region is given by xh and yh. By following the same nomenclature of Nash
et al.,9 the set of electrophysiology properties of the rectangular insertion marked in yellow in Figure 3 was denoted
Steep2, while the set with the properties of the remaining region was denoted Steep1.

The phenomenological 3V-SIM (Fenton–Karma) model14,15 was used for the electrophysiology problem, which was
formulated in terms of the dimensionless transmembrane potential and normalized ionic currents, respectively
defined as:

u¼ U�U0

Ufi�U0
, Ja¼ Ia

Cm Ufi�U0
� � , for a¼ fi,si,so, ð3Þ

where, U0 is the resting membrane potential (mV), Ufi is the Nernst potential (mV, equilibrium) of the fastest inward
current, Cm is the membrane capacitance (μF=cm2), Ia is an ionic current through the membrane (μA=cm2), and the
subscript a denote either one of the three currents considered in the model (Equation (1)).

Boundary conditions were taken as zero fluxes for all surfaces in the electrophysiology problem and the whole
domain was assumed initially at null potential. Three stimuli were sequentially imposed at specific times tst,i (i¼ 1,2,3)
as sources of potential in the region marked in red on Figure 3, during a short time interval δtst, with intensity S
(ms�1). The 3V-SIM model as applied to the present physical problem is given by:

∂u x,y, tð Þ
∂t

¼ ∂

∂x
D x,yð Þ ∂u

∂x

� �
þ ∂

∂y
D x,yð Þ ∂u

∂y

� �
� Jfi u,vð Þþ Jsi u,wð Þþ Jso uð Þ� �

þS H xð Þ�H x�δxstð Þð Þ
X3
i¼1

H t� tst,ið Þ�H t� tst,i�δtstð Þð Þ, for 0< x < Lx , 0 < y<Ly, t>0;
ð4aÞ

∂u
∂x

¼ 0, x¼ 0 and x¼ Lx , 0 < y< Ly, t>0; ð4bÞ

FIGURE 3 Illustration of the electrophysiology problem
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∂u
∂y

¼ 0, 0< x <Lx y¼ 0 and y¼Ly, t>0; ð4cÞ

u¼ 0, 0< x< Lx , 0 < y< Ly, t¼ 0; ð4dÞ

∂v x,y, tð Þ
∂t

¼� v
τþv

H u�ucð Þþ 1� v
τ�v uð Þ 1�H u�ucð Þð Þ, 0 < x< Lx , 0 < y< Ly, t>0; ð4eÞ

∂w x,y, tð Þ
∂t

¼� w
τþw

H u�ucð Þþ1�w
τ�w

1�H u�ucð Þð Þ, 0 < x <Lx , 0 < y< Ly, t>0; ð4fÞ

v x,y,0ð Þ¼ 1 and w x,y,0ð Þ¼ 1, for 0< x <Lx , 0 < y< Ly, t¼ 0; ð4gÞ

where, the initial conditions for the gate variables v and w were considered uniform and equal to 1, and

τ�v uð Þ¼ τ�v1H u�uvð Þþ τ�v2 1�H u�uvð Þð Þ: ð4hÞ

The current densities were computed with15,14:

Jfi u,vð Þ¼� v
τd

1�uð Þ u�ucð ÞH u�ucð Þ, ð4iÞ

Jsi u,wð Þ¼� w
τsi

1þ tanh csi u�uc,sið Þð Þ
2

� �
, ð4jÞ

Jso uð Þ¼ 1
τr
H u�ucð Þþ u

τ0
1�H u�ucð Þð Þ: ð4kÞ

In Equation (4a), the transmembrane potential u x,y, tð Þ for a particular point varies with time due to diffusion and ionic
currents that act as source terms. The ionic currents are dependent on u x,y, tð Þ and also on the gate variables v x,y, tð Þ
and w x,y, tð Þ, which vary according to Equations (4e) and (4f). Three ionic currents are considered in the 3V-SIM
model, referred to as fast inward (Equation (4i)), slow inward (Equation (4j)) and slow outward (Equation (4k)). The
fast inward current Jfi represents the Naþ ion current, responsible for the sudden voltage increase at the onset of the
AP (depolarization). The slow inward current Jsi delays the end of the AP (phase 2) and represents the transport of
Ca2þ across the cell membrane. Finally, the slow outward current Jso reduces the potential during repolarization due to
the transport of Kþ. In Equations (4a)–(4k), H zð Þ is the Heaviside function (H zð Þ¼ 1 for z≥ 0, H zð Þ¼ 0 otherwise).

The diffusivity coefficient D (mm2=ms) in Equation (4a) is actually a combination of three cell properties,15,61 that
is, D¼ σm= svCmð Þ, where σm is the electrical conductivity of the membrane, sv is the surface-to-volume ratio and Cm is
the membrane capacitance. The diffusion coefficient varies spatially because of the thermal damage promoted by the
thermal ablation as it will be apparent below.

3.2 | Thermal ablation

Radiofrequency thermal ablation was applied to all cases that the electrophysiology direct simulations with the 3V-SIM
model resulted in re-entry rotors. For the treatment of cardiac arrhythmia, radiofrequency thermal ablation is com-
monly performed with an electrode that is inserted into the patient in a catheter via the circulatory system. The tip of
this electrode is located at the desired position inside the heart, while another dispersive electrode at ground state (0 V)
is located over the skin of the patient (in the unipolar case).37 Heating is more significant around the active electrode
where the current density is higher.37 In addition, for the frequencies commonly employed in radiofrequency ablation
the tissues can be considered purely resistive, because the displacement currents are negligible.33,36,37,62
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For the cases examined in this work, an electrode at constant voltage Φe was positioned over the top boundary
(y¼ 0) and another grounded electrode (Φ¼ 0 V) over the bottom boundary (y¼ Ly), as illustrated by Figure 4. Both
electrodes were assumed in perfect contact with the surfaces of the region. The width of the electrode on the top surface
was Le, and its center was located at a distance xe from the left boundary. The electrode over the bottom boundary had
the same width of the region, as an approximation to the electric potential distribution that would result with the
grounded electrode located non-intrusively over the patient skin.

A quasi-static formulation was used to model the radiofrequency problem, such that the electric potential Φ x,y,Tð Þ
was obtained as the solution of Laplace's Equation. This solution provides potential values that correspond to the root
mean squared value of the radiofrequency voltage.33 Boundary condition at the bottom surface was imposed as
Φ¼ 0 V.33,62 All the other boundaries were considered with zero current, except where the active electrode was located,
which had the voltage imposed as Φe (y¼ 0 and xe�Le=2≤ x ≤ xeþLe=2). Thus, the radiofrequency problem is
given by:

∂

∂x
σ Tð Þ ∂Φ x,y,Tð Þ

∂x

� �
þ ∂

∂y
σ Tð Þ ∂Φ x,y,Tð Þ

∂y

� �
¼ 0, 0< x < Lx , 0 < y< Ly; ð5aÞ

∂Φ

∂x
¼ 0, x¼ 0, 0< y< Ly; ð5bÞ

∂Φ

∂x
¼ 0, x¼Lx , 0 < y< Ly; ð5cÞ

∂Φ
∂y

¼ 0, x< xe�Le=2 or x> xeþLe=2, y¼ 0; ð5dÞ

Φ¼Φe, xe�Le=2≤ x ≤ xeþLe=2, y¼ 0; ð5eÞ

Φ¼ 0, 0< x< Lx , y¼Ly: ð5fÞ

In Equation (5a), σ Tð Þ is the electrical conductivity, considered as a function of temperature62,63,64,65 given by:

σ Tð Þ¼ 0:541exp 0:015 T x,y, tð Þ�37ð Þð Þ, 0≤T <100�C: ð6Þ

Therefore, the radiofrequency problem must be solved every time that the temperature distribution in the region is
updated, although the problem is steady-state for a given temperature. In fact, the heat transfer and the radiofrequency

FIGURE 4 Illustration of the radiofrequency problem
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problems are coupled not only because of the temperature dependence of the electrical conductivity, but also because
of the source term in the region that results from Joule heating, that is,

q T,Φð Þ¼ σ T x,y, tð Þð Þ rΦ x,y,Tð Þj j2: ð7Þ

The classical bioheat transfer model proposed by Pennes66 has been usually applied for the analysis of cardiac ablation,
by discarding metabolic heat generation and blood perfusion.33,36,67,68,69,70 An enthalpy formulation is required when
temperatures in the heated region are raised to 100�C and above.71,72,73 However, coagulum and char are formed at the
electrode-tissue interface when local temperatures exceed 100�C, thus, increasing the electrode impedance and reduc-
ing the delivered current. The test-cases examined here were selected so that the temperatures in the region were
always below 100�C and, thus, an enthalpy formulation was not required. Although active electrodes are in practice
surrounded by the blood flowing inside the heart chamber, they are usually designed with cooling systems to avoid the
above heating problems.74 Gonzalez and Berjano62 numerically studied models for blood cooling during the thermal
ablation. Here, we considered the whole top surface of the domain to be cooled by convection due to the blood flowing
inside the heart, including the region where the active electrode was located. The other boundaries were assumed at
fixed temperatures, equal to the uniform initial temperature. Figure 5 summarizes the domain and boundary conditions
for the thermal problem. The formulation of the heat transfer problem is given next.

ρc
∂T x,y, t,Φð Þ

∂t
¼ ∂

∂x
k Tð Þ ∂T

∂x

� �
þ ∂

∂y
k Tð Þ ∂T

∂y

� �

þq T,Φð Þ H tð Þ�H t� thð Þð Þ, 0 < x< Lx , 0 < y< Ly, t>0; ð8aÞ

T¼T0, x¼ 0, 0< y<Ly, t>0; ð8bÞ

T¼T0, x¼ Lx , 0 < y<Ly, t>0; ð8cÞ

�k Tð Þ ∂T
∂y

þhT¼ hT∞, 0 < x <Lx , y¼ 0, t>0; ð8dÞ

T¼T0, 0< x <Lx , y¼Ly, t>0; ð8eÞ

T¼T0, 0 < x< Lx , 0 < y< Ly, t¼ 0: ð8fÞ

FIGURE 5 Illustration of the thermal problem
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where, th is the duration of the heating promoted by the radiofrequency problem. In Equations (8a)–(8f), the parame-
ters h, ρ, c and k are the convective heat transfer coefficient (W= m2Kð Þ), tissue density (kg=m3), specific heat (J= kgKð Þ)
and thermal conductivity (W= mKð Þ), respectively. The parameters ρ, c and h are considered constant. The thermal con-
ductivity is taken as the following function of temperature62,64,65,75,76,77:

k Tð Þ¼ 0:531þ0:0012 T x,y, tð Þ�37ð Þ, 0≤T <100�C: ð9Þ

3.3 | Thermal damage

Thermal damage to tissues during cardiac ablation can be classified in three main zones: coagulation necrosis, sub-
lethal damage, and original tissue.36 The coagulation necrosis zone occurs around the electrode and is characterized by
severe tissue destruction. The sub-lethal damage zone corresponds to an area of transition to the original tissue, where
cells experience apoptosis or recover from reversible damage. Direct damage to the cell membrane is considered as the
major cause of necrosis during ablation, together with protein denaturation, inactivation of various enzymes and dam-
age to the mitochondria. Denaturation is considered to occur at temperatures above 40 or 45�C.36 However, denatur-
ation occurs at different temperatures (and at different rates) for different proteins.35 As an example, Huang and
Miller37 reported clinical data where reversible tissue damage was observed in a cooled electrode with temperatures of
50�8�C, with permanent damage occurring only at 62�15�C. There are various models to quantify thermal damage
and lesion size caused by ablation. The simplest model uses an isotherm that defines the zone of irreversible thermal
damage. The most common threshold value used in the literature is 50�C,33 but it has been recently noticed that such
approach overestimates the lesion size in short ablation procedures and underestimates it in long treatments.33

The Arrhenius' model is quite popular to represent thermal damage in tissues.35 It considers not only the tempera-
ture levels, but also the time that the tissues are exposed to high temperatures for the prediction of the thermal dam-
age.33,35 The Arrhenius' model is given by:

Ω x,y, tð Þ¼
Z t

0
A exp � Ea

RT x,y, t0ð Þ
� �

dt0, ð10Þ

where, Ω x,y, tð Þ is the degree of damage, A is a frequency factor, Ea is the activation energy for the irreversible damage
reaction and R is the universal gas constant. Both A and Ea depend on the tissue type, and the thermal damage is highly
sensitive to these parameters.73 The most commonly referenced values for these parameters of cardiac muscle tissue
come from an experiment of Jacques and Gaeen78 during the heating of the ventricular myocardium of a dog.

The Arrhenius model was derived from thermodynamic assumptions frequently used for chemical reactions and it
globally accounts for several processes during cell or tissue thermal damage.34 Although it was originally used to quan-
tify skin burns,38 it has been successfully applied for various other practical cases.33,34,35,36 The Arrhenius model was
used in this work, but it is noted that other more complicated models can be found in the literature, such as the two-
state damage model79 and stochastic variants.80

The values of Ω¼ 0:53 and 1 were originally associated by Henriques and Moritz38 with first and second degree skin
burns. More recently, Pearce35 emphasized the broader interpretation of Ω to quantify the fraction of undamaged tis-
sue as:

RΩ x,y, tð Þ¼ exp �Ω x,y, tð Þð Þ¼C tð Þ
C0

, ð11Þ

where, C0 is the initial concentration of the original tissue.
In this work, the fraction RΩ is used to multiply the electrophysiology diffusivity coefficient and the ionic currents

of Equations (4a)–(4k) to continuously account for thermal damage effects on the cell capabilities of initiating and
transmitting an AP, both in the region of normal cardiac muscle and in the internal rectangular region with distinct
electrophysiology properties. This novel approach is different from what is commonly found in the literature, where a
threshold value of temperature or Ω is used to binarily set the tissue as either completely undamaged or
damaged.33,35,36
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4 | RESULTS AND DISCUSSIONS

The results obtained in this work are now presented and discussed, first for the effects of size and position of the inter-
nal rectangular region, which has electrophysiology properties different from those of the remaining domain, on the
generation of rotors as three stimuli are sequentially imposed. Then, six thermal ablation treatments are examined for
each case where rotors were generated.

The thickness of the domain was taken as Ly ¼ 20 mm, typical of bovine hearts commonly used in experimental
studies.81,62,82 Based on numerical experiments, the length of the domain was fixed as Lx ¼ 80 mm, so that the boundary
conditions of the thermal problem at x¼ 0 and x¼Lx would not affect the temperature field in the region of interest
during thermal ablation. With the selected length, the finite domain behaved thermally as an infinite medium along
the x direction during the time period of interest. Two heating times were analyzed for the thermal ablation problem:
th ¼ 20 and 30 s, which resulted in maximum temperatures below 75�C. The effects of the radiofrequency ablation on
the electrophysiology problem were quantified after 240 s that the heating was started, when the whole region practi-
cally became again in thermal equilibrium with its surfaces and the surrounding media at T0 ¼T∞ ¼ 37�C
(see Equations 8a–8f). Three stimuli were sequentially imposed at times 0 (S1), 200 (S2), and 320 (S3) ms, and the elec-
trophysiology problem was solved up to 1000 ms, when their effects dissipated.

The numerical simulations involved three sizes of the internal rectangular region with electrophysiology properties
different from those of the remaining domain, all of them with Hh ¼ 10 mm and centered along the x direction (see Fig-
ure 6). As for the length of the internal region, it was fixed as Lh ¼ 10 mm for cases designated as E1, Lh ¼ 20 mm for
cases E2 and Lh ¼ 30 mm for cases E3. Four distances of the internal region to the top boundary were examined for
each of these cases, namely: (A) yh ¼ 0 mm, (B) yh ¼ 2 mm, (C) yh ¼ 5 mm, and (D) yh ¼ 8 mm. Figure 6 sketches all the
12 cases examined in this work, where the yellow rectangle defines the internal region with the distinct electrophysiol-
ogy properties. Table 1 summarizes several input parameters used for the simulations presented in this work together
with the related references. Table 2 presents the electrophysiology properties used for the internal rectangular region
(Steep2) and for the rest of the domain (Steep1), where we followed the same notation used by Nash et al.9

The electrophysiology, radiofrequency and thermal problems, given by Equations (4a)–(4k), (5a)–(5f) and (8a)–(8f),
respectively, were solved in this work by dedicated finite-volume39 codes written for MATLABÁ. The Alternating-Direc-
tion-Implicit (ADI) method39 was applied for the transient electrophysiology and thermal problems, while the dis-
cretized steady-state radiofrequency problem was solved iteratively with the Gauss–Seidel method with SOR.39 Code
verification83 was performed with analytical solutions for the thermal and radiofrequency problems, considering the
whole domain with homogeneous properties. The web applet made available by Fenton et al.61 was used for code verifi-
cation of the electrophysiology problem. The region was discretized with finite-volumes of size Δx¼Δy¼ 0:1 mm,
while time steps of 1 s and 0:1 ms were used for the thermal and electrophysiology problems, respectively. The maxi-
mum Grid Convergence Index (GCI)83 was 10�3 for the temperature at point x¼ 39:95 mm and y¼ 0:35 mm, where
temperature gradients were significant during thermal ablation. However, the GCI was in general less than 10�4 for the

(A) (B) (C) (D)

FIGURE 6 Illustration of all test cases for functional re-entry. Region inside the yellow rectangle with Steep2 properties and the

remaining region with Steep1 properties
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temperature at this point at most of the time instants analyzed. The solution of the electrophysiology problem was veri-
fied by using APD90 (see Figure 1) at x¼ 39:95 mm and y¼ 9:95 mm in a homogeneous medium with either Steep1 or
Steep2 properties, resulting in a maximum GCI of 10�5. The joint simulation of the thermal ablation (coupled radi-
ofrequency and thermal problems, th ¼ 30 s and tf ¼ 240 s), with the subsequent analysis of the thermal damage on the

TABLE 1 Input parameters for the simulations

Parameter Value Unit References

ρ 1060 kg=m3 [62,64,65]

c 3111 J= kg Kð Þ [62,64,65]

k Equation (9) W= mKð Þ [62,75,65,64,76,77]

h 610 W= m2Kð Þ [62]

T0 37 �C [33,62]

T∞ 37 �C [33,62]

th 20 or 30 s –

tf 240 s –

xe 25,55½ � mm –

Φe 25 V [62]

σ Equation (6) S=m [62–65]

U0 �85 mV [9,60,59,15,14]

Ufi 15 mV [9,60,59,15,14]

Cm 1 μF=cm2 [9,60,59,15,14]

D 0:1 mm2=ms [9,60,59,15,14]

δxst 0:5 mm –

δtst 1 ms –

tst,i 0, 200, 320 ms [9]

S 0:6 ms�1 –

A 2:94�1039 s�1 [78]

Ea 2:596�105 J=mole [78]

TABLE 2 Electrophysiology properties for the two regions in the domain15,9,14,60,59

Parameter Steep1 Steep2 Unit

τd 0:25 0:25 ms

τr 33 50 ms

τsi 30 45 ms

τ0 12:5 8:3 ms

τþv 3:33 3:33 ms

τ�v1 1250 1000 ms

τ�v2 19:6 19:2 ms

τþw 870 667 ms

τ�w 41 11 ms

uc 0:13 0:13 –

uv 0:04 0:055 –

uc,si 0:85 0:85 –

csi 10 10 –
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electrophysiology problem after 1000 ms, required around 7 min of computational time in a computer with CPU Intel
Core i5-7600 (3:50 GHz) and 8:0 GB of RAM.

4.1 | Analysis of re-entry rotors

Table 3 presents the results of the electrophysiology simulations for each of the 12 cases shown in Figure 6, regarding
the development of re-entry rotors. Table 3 shows that re-entry rotors were not established when the rectangular region
with Steep2 properties was located at the center of the domain (C: yh ¼ 5 mm) for all values considered for Lh (E1, E2,
and E3). On the other hand, the opposite behavior was observed when the rectangular region was in contact with the
top surface (A: yh ¼ 0 mm) and re-entry was always established. For each Lh, the cases with yh ¼ 2 mm (B) and yh ¼
8 mm (D) exhibited the same behavior, since they were symmetrically located in the vertical direction and involved dis-
tances of 2 mm to the top and bottom surfaces, respectively; for the cases with Lh ¼ 10 mm (E1B and E1D) rotors were
not established, as opposed to the cases with Lh ¼ 20 mm (E2B and E2D) and with Lh ¼ 30 mm (E3B and E3D). For the
sake of brevity, only representative cases of the behaviors listed above are now discussed.

Figure 7 shows how re-entry rotors sequentially developed for case E1A at different times. It is noticed in Figure 7A
that the stimulus S2 induced a long APD in the Steep2 region. A longer refractory period in this region was induced,
which effectively blocked a portion of the excitation wave initiated by S3 and significantly modified the shape of the
wavefront, as shown by Figure 7B. Notice in Figure 7B,C that the upper part of the S3 wavefront inside the Steep2

TABLE 3 Details of all tested cases for functional re-entry

Case Lh mmð Þ xh mmð Þ yh mmð Þ Re-entry?

E1 A 10 35 0 Yes

B 2 No

C 5 No

D 8 No

E2 A 20 30 0 Yes

B 2 Yes

C 5 No

D 8 Yes

E3 A 30 25 0 Yes

B 2 Yes

C 5 No

D 8 Yes

(A) (B) (C)

(D) (E) (F)

FIGURE 7 Case E1A: Lh ¼ 10 mm, Hh ¼ 10 mm, xh ¼ 35 mm, yh ¼ 0 mm. Normalized electric potential at different times, where white

and black colors represent the highest and lowest potentials, respectively
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region completely detached from the top surface, thus, creating the tip of a rotor, which propagated backwards in the
domain. The rotor evolved as shown by Figure 7D–F. Similar behaviors were observed with cases E2A (Lh ¼ 20 mm)
and E3A (Lh ¼ 30 mm), but it was noticed that the S3 wavefront tended to detach from the top boundary inside the
Steep2 region sooner (i.e., at smaller x position) as Lh increased.

Rotors were not developed in case E1B, which differed from case E1A by the distance of 2 mm from the Steep2
region to the top boundary. Figure 8A shows how the wave stimulated by S2 also had a longer APD within the internal
region for case E1B, which interfered with the propagation of S3 and modified its intensity and curvature of the
wavefront (see also Figure 8B,C). However, such effects did not cause a rotor because the wavefront never detached
from the top boundary. Figure 8D–F shows that for case E1B, the S3 wave was able to continue and even rebuild its
width, but with a slight change of curvature of the wavefront. On the other hand, rotors were developed for cases E2B
and E3B, for which the Steep2 region was also distant 2 mm from the top boundary, but where Lh ¼ 20 mm and
Lh ¼ 30 mm, respectively. We consider here case E2B. Note in Figure 9A that the effect of the longer APD in the Steep2
region was more significant for case E2B because the length of this region was twice larger than that for case E1B (see
also Figure 8A–D). Thus, the wavefront was broken inside the Steep2 region (Figure 9B) and rotors were developed and
promoted strong backpropagation of the AP (Figure 9C–F).

Rotors were not formed in cases E1C, E2C, and E3C, with the Steep2 region symmetrically located in the vertical
direction (yh ¼ 5 mm). For these cases, the longer APD in the Steep2 region modified the shape of the subsequent
wavefront, but the induced curvatures were not sufficient to detach the wavefront from the top or bottom surfaces and
to cause rotors. Such a fact is more evident from the analysis of case E3C, which involved the longest internal region
with Lh ¼ 30 mm. As for the other cases above, Figure 10A shows the longer APD in the Steep2 region. The wavefront
of S3 was significantly modified inside this region (Figure 10B) but the wave did not break and tended to become more
regular as it developed (Figure 10C). Although not presented here, results were also obtained with much longer internal

(A) (B) (C)

(D) (E) (F)

FIGURE 8 Case E1B:. Lh ¼ 10 mm, Hh ¼ 10 mm, xh ¼ 35 mm, yh ¼ 2 mm. Normalized electric potential at different times, where white

and black colors represent the highest and lowest potentials, respectively

(A) (B) (C)

(D) (E) (F)

FIGURE 9 Case E2B: Lh ¼ 20 mm, Hh ¼ 10 mm, xh ¼ 30 mm, yh ¼ 2 mm. Normalized electric potential at different times, where white

and black colors represent the highest and lowest potentials, respectively
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regions and yh ¼ 5 mm, but rotors were not formed in any case that the Steep2 region was symmetrically located in the
vertical direction.

The results above revealed that only the internal regions with the Steep2 properties that had equal distances to the
top and bottom boundaries did not generate rotors. Therefore, the symmetry of the internal region in the vertical direc-
tion had a fundamental role to avoid the rotor-driven functional arrhythmia. Unfortunately, regions with properties dif-
ferent from those of the remaining cardiac muscle tissue are not likely to be symmetric or to have a regular geometry.
Hence, rotors might be generated unless the length of this region is small, such as in cases E1 above
where Lh ¼ 10 mm.

4.2 | Thermal ablation

Each of the 7 cases detailed in the previous section that exhibited rotor re-entry were subjected to six thermal ablation
procedures, numerically simulated with different heating times (th) and positions of the active electrode located at the
top boundary (xe, see Figure 4). The heating time was taken as th ¼ 20 s or th ¼ 30 s, in order to maintain the maximum
temperatures sufficiently below 100�C. As for the electrode position xe, it was set as aligned with the center or with the
vertical edges of the region with the Steep2 properties.

The thermal damage resulted from the coupled radiofrequency and thermal problems described above. Figure 11A
presents the heat source term resulting from the radiofrequency heating with an electrode located at xe ¼ 40 mm, and
at the initial time, when the temperature in the region was uniform and equal to 37�C. The largest source term values
were symmetrically located around the edges of the electrode, where the voltage gradients were the largest, as given by
Equations (5a)–(5f) and demonstrated by Figure 11B. This figure shows the distribution of the electric potential for the
uniform temperature of 37�C. Due to the coupling between the radiofrequency and thermal problems caused by the
temperature dependence of the electrical conductivity (Equation (6)), the radiofrequency problem was solved every
time step when the solution of the thermal problem was obtained, in order to recompute the temperature dependent
heat source term. The temperature distribution in the region at the end of the heating period of th ¼ 30 s and with an
electrode located at xe ¼ 40 mm is presented in Figure 12. Figure 12 shows that the largest temperatures were near the
electrode, where the radiofrequency source terms were higher (see also Figure 11A). Therefore, the thermal damage
was more significant around the electrode and practically null in other regions that were less affected during the
heating. Figure 12 also shows that the assigned boundary conditions at x¼ 0, x¼ Lx and y¼Hy did not affect the tem-
perature field during the heating period. The thermal damage in the region will be presented with more details below,
in the discussion of the elimination of rotors by ablation.

(A) (B) (C)

FIGURE 10 Case E3C, Lh ¼ 30 mm, xh ¼ 25 mm, Hh ¼ 10 mm, yh ¼ 5 mm. Normalized electric potential at different times, where white

and black colors represent the highest and lowest potentials, respectively

(A) (B)

FIGURE 11 Solution of the radiofrequency problem with T x,yð Þ¼T0 ¼ 37�C and xe ¼ 40 mm: (A) heat source term q T,Φð Þ, colors in
logarithmic scale with unit W=m3:; (B) electric potential Φ, colors in linear scale with unit V
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Tables 4–6 summarize the ablation procedures for the cases with rotors in E1, E2, and E3, respectively. These tables
present in their last columns the outcome of the ablation treatments regarding the elimination of rotors. The existence
or elimination of rotors was assessed by the numerical simulation of the electrophysiology problem after ablation, dur-
ing 1000 ms and with three stimuli imposed at times 0 (S1), 200 (S2), and 320 (S3) ms. Table 4 shows that all ablation
procedures were successful for E1A (yh ¼ 0 mm), which was the only case with rotors for Lh ¼ 10 mm. Notice in Table 5

FIGURE 12 Temperature distribution for t¼ th ¼ 30 s and xe ¼ 40 mm, colors in linear scale with unit �C

TABLE 4 Ablation procedures for case E1A

Case Ablation procedure xe (mm) th (s) Re-entry after ablation?

E1A 1 35 20 No

2 35 30 No

3 40 20 No

4 40 30 No

5 45 20 No

6 45 30 No

Note: Electrode position xe (mm) and heating time th (s). See Figures 3 and 4 for notation.

TABLE 5 Ablation procedures for case E2

Case Ablation procedure xe (mm) th (s) Re-entry after ablation?

E2A 1 30 20 No

2 30 30 No

3 40 20 No

4 40 30 No

5 50 20 Yes

6 50 30 Yes

E2B 1 30 20 No

2 30 30 No

3 40 20 No

4 40 30 No

5 50 20 Yes

6 50 30 Yes

E2D 1 30 20 Yes

2 30 30 Yes

3 40 20 Yes

4 40 30 Yes

5 50 20 Yes

6 50 30 Yes

Note: Electrode position xe (mm) and heating time th (s). See Figures 3 and 4 for notation.
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for E2 (Lh ¼ 20 mm) that the ablation procedures successfully eliminated the rotors when the electrode was positioned
above the left edge or the center of the region with the Steep2 properties, except for case E2D. Differently from E2,
Table 6 shows that only the ablation with the electrode positioned above the left edge of the Steep2 region was capable
of eliminating the rotors for E3 (Lh ¼ 30 mm). None of the ablation procedures examined in this work were able to
eliminate the rotors when the vertical position of the Steep2 region was yh ¼ 8 mm, as presented by Tables 5 and 6, for
E2D and E3D, respectively. In fact, the temperature increase was quite small for y>7 mm as illustrated by Figure 12.
Therefore, the thermal damage was negligible in the region with the Steep2 properties for cases E2D and E3D. The red
lines appearing in the figures below are contours of Ω¼ 0:2 (outermost), 1, 2, and 4 (innermost), which represent the
fractions of damaged tissue 100 1�RΩð Þ (see Equation (11)) of 18%, 63%, 86%, and 98%, respectively.

Figure 13 presents the evolution of the S2 and S3 waves after the ablation procedure 1 of case E1A. Figure 13B
clearly shows how the S3 wave went around the thermally damaged region and then connected back to the top

TABLE 6 Ablation procedures for case E3

Case Ablation procedure xe (mm) th (s) Re-entry after ablation?

E3A 1 25 20 No

2 25 30 Yes

3 40 20 Yes

4 40 30 Yes

5 55 20 Yes

6 55 30 Yes

E3B 1 25 20 No

2 25 30 No

3 40 20 Yes

4 40 30 Yes

5 55 20 Yes

6 55 30 Yes

E3D 1 25 20 Yes

2 25 30 Yes

3 40 20 Yes

4 40 30 Yes

5 55 20 Yes

6 55 30 Yes

Note: Electrode position xe (mm) and heating time th (s). See Figures 3 and 4 for notation.

(A) (B) (C)

(D) (E) (F)

FIGURE 13 Ablation procedure 1 of case E1A: xe ¼ 35 mm, th ¼ 20 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)
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boundary in Figure 13C. The reconnection of the wavefront to the boundary before the rotor tip was formed then
reshaped the S3 wave (Figure 13D–F). Although distorted, the S3 wave continued to propagate downstream towards
the right boundary and the rotor generation was avoided by the thermally damaged region. Similar behaviors were
observed with the other ablation procedures of case E1A. The effects of ablation can also be clearly noticed with the
normalized curves of the potential that are presented in Figure 14 for the point x¼ 42:05 mm and y¼ 2:05 mm, which
is located inside the region with the Steep2 properties. For this point, the propagation of the S1 wave had a shorter APD
and a longer DI after ablation, although the APs were only slightly modified for S2 and S3. It is interesting to notice in
Figure 14 that the small excitation just after S3, which was due to the re-entrant rotor (see Figure 7C), disappeared after
the ablation treatment.

The ablation procedure 1 was also successful in the elimination of rotors for cases E2A (Lh ¼ 20 mm) and E3A
(Lh ¼ 30 mm). The results of the ablation procedure 1 for case E2A are presented in Figure 15A–F. Notice in
Figure 15A that a weak stimuli induced by the S2 wave split the S3 wave inside the Steep2 region just after it went
around the thermally damaged region (Figure 15B,C). However, the bottom part of the S3 wave reconnected to the top
surface before a rotor tip could be formed, and then the S3 wave stably propagated downstream, as shown by
Figure 15C–F.

The behavior of the ablation procedure 1 for case E3A was similar to that for case E2A, but a rotor tip tended to be
formed in the bottom part of the S3 wave after splitting, because of the longer length of the Steep2 region, as revealed
by Figure 16A–C. The two parts of the S3 wave were reconnected inside the Steep2 region (Figure 16D) and continued
to travel downstream, thus, avoiding the formation of a rotor, as shown by Figure 16E,F. On the other hand,
Figure 17A–C shows that the use of a longer heating time (ablation procedure 2) increased the size of the thermally
damaged region for case E3A, which completely damped the top part of the S3 wave after it was split. Then, a rotor was
formed on the remaining bottom part of the S3 wave when ablation procedure 2 was applied on case E3A
(Figure 17D–F).

0 100 200 300 400 500 600 700 800 900 1000
0

0.5

1

1.5

FIGURE 14 Comparison of the potential u x¼ 42:05 mm,y¼ 2:05 mm, tð Þ before and after ablation 1 for case E1A

(A) (B) (C)

(D) (E) (F)

FIGURE 15 Ablation procedure 1 of case E2A: xe ¼ 30 mm, th ¼ 20 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)
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The ablation procedure 1 for cases E2B and E3B behaved similarly as for cases E2A and E3A, respectively. The same
took place for ablation procedure 2 for cases E2A and E2B. Thus, these cases are not discussed here for the sake of brev-
ity. On the other hand, the ablation procedure 2 for case E3B avoided the formation of rotors, differently from case E3A
(see Figure 17). For case E3B, the largest thermally damaged region obtained with th ¼ 30 s stabilized the S3 wavefront
when the Steep2 region was 2 mm below the top surface, as presented in Figure 18.

Ablation procedures 3 and 4 with the electrode located at the center of the Steep2 region were capable of eliminating
rotors in case E2B, like procedures 1 and 2. Figure 19A–C presents the ablation procedure 3 for case E2B, where the S3
wave went around the thermally damaged region and reconnected to the top surface. On the other hand, this behavior
was distinct with the ablation procedures 3 and 4 for case E3B involving the longest Steep2 region, because they pro-
moted the thermal damage too downstream of the point where the rotor was formed. For this same reason, ablation

(A) (B) (C)

(D) (E) (F)

FIGURE 16 Ablation procedure 1 of case E3A: xe ¼ 25 mm, th ¼ 20 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)

(A) (B) (C)

(D) (E) (F)

FIGURE 17 Ablation procedure 2 of case E3A: xe ¼ 25 mm, th ¼ 30 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)

(A) (B) (C)

FIGURE 18 Ablation procedure 2 of case E3B: xe ¼ 25 mm, th ¼ 30 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)
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procedures 5 and 6 were not successful in eliminating the rotors in cases E2B and E3B, since the electrode was posi-
tioned over the right edge of the Steep2 region. Ablation procedures 5 and 6 were only successful in case E1A, which
had the shortest length (Lh ¼ 10 mm). Figure 20 illustrates the complete asynchronous propagation of the original stim-
uli when ablation procedure 5 was performed in case E3B. In fact, the thermally damaged region promoted further
breaks of the wavefront, which can be more clearly seen in Figure 20D, instead of the expected effect of the stabilization
of the wavefront.

5 | CONCLUSIONS

This work dealt with numerical analyses of the propagation of electrophysiology stimuli in a rectangular domain, which
contained an internal rectangular region with properties different from those of the surrounding cardiac muscle tissue.
Such analyses were performed both before and after thermal ablation, which was simulated by coupled radiofrequency
and thermal problems. The effects of the thermal ablation on the electrophysiology problem were considered through
modifications of the diffusion coefficient and ion currents appearing in the 3V-SIM (Fenton–Karma) phenomenological
model used in this work. The thermal damage quantified by an Arrhenius' model was considered to continuously affect
such quantities, which had their original values multiplied by the fraction of undamaged tissue, both in the region of
normal cardiac muscle and in the internal rectangular region with distinct electrophysiology properties. The electro-
physiology, heat transfer and radiofrequency problems were numerically solved by finite-volumes. Code and solution
verifications were performed, providing quite small GCI with the selected sizes of finite-volumes and time steps.

The objectives of this work were to verify the generation of re-entry rotors after three sequential stimuli were
imposed in the two-dimensional domain, and then examine the possible elimination of rotors by thermal ablation like
in the treatment of Functional Re-entry Cardiac Arrhythmia. The generation of rotors was examined for 12 cases,
which involved internal regions with different sizes and locations. Then, six different thermal ablation procedures were
simulated for each case that exhibited rotors. The ablation procedures involved different heating times and radi-
ofrequency electrode positions, either aligned with the center or with the vertical edges of the internal rectangular

(A) (B) (C)

FIGURE 19 Ablation procedure 3 of case E2B: xe ¼ 40 mm, th ¼ 20 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)

(A) (B) (C)

(D) (E) (F)

FIGURE 20 Ablation procedure 5 of case E3B: xe ¼ 55 mm, th ¼ 20 s. Normalized electric potential at different times, where white and

black colors represent the highest and lowest potentials, respectively. Red contours represent the fractions of damaged tissue: 18%

(outermost), 63%, 86%, and 98% (innermost)

20 of 24 DANTAS ET AL.



region with distinct electrophysiology properties. The heating times were selected so that the maximum temperatures
were below 100�C.

The results presented above revealed that the generation of rotors was highly influenced by the vertical position of
the internal region with distinct electrophysiology properties. Regions symmetrically located in the vertical direction
(with the same distances to the top and bottom boundaries) did not exhibit rotors. Such was the case even for internal
regions with very large lengths. Rotors were generated when the internal region was non-symmetrically located, unless
its length was small. On the other hand, rotors were generated for all cases where the internal region was in contact
with top boundary of the domain. It was noticed that the rotors were all originated in the third electrophysiology stimu-
lus, when its wavefront detached from the boundaries of the domain, after being significantly disturbed by the longer
duration of the AP of the second stimulus.

As for the elimination of rotors by thermal ablation, our results show that all simulated procedures were successful
for the smallest internal region considered in this work, which only originally exhibited rotors when it was in contact
with the top boundary. The results obtained in this work demonstrated that, from the radiofrequency electrode posi-
tions simulated, the best is the one aligned with the upstream (left) edge of the internal region with distinct electrophys-
iology properties. The simulated ablation treatments with the electrode at this position successfully eliminated the
rotors for all cases, except when the longest region was in contact with the top surface and the thermal damage was too
large. Such fact revealed that rotors caused by long internal regions are more difficult to eliminate, particularly in this
case because the wavefront was broken after it went around the thermal damage. None of the ablation procedures elim-
inated the rotors when the imposed thermal damage did not reach the internal region with distinct electrophysiology
properties, which was too far from the electrode located at the top surface. Perhaps, the use of multiple heating sessions
or intrusive electrodes may induce sufficient thermal damage that can eliminate rotors in these cases. We also note that
the thermal ablation procedure was not successful if the electrode was located too far downstream from the longitudi-
nal point where the rotor was formed, that is, the rotor was generated and developed without any influence of the ther-
mally damage region. Rotors were eliminated when the incident wave smoothly went around the thermal damage and
reattached to the boundary. The treatment was successful even for some cases that the wavefront was mildly disrupted
in two parts and then reconnected before moving out of the internal region, which is a possible unstable situation that
must be avoided.

Despite the fact that the present work involved a regular two-dimensional geometry, the above conclusions revealed
the effects of important parameters regarding the generation and elimination of rotors, like the size and position of the
internal region with distinct electrophysiology properties, as well as the position of the radiofrequency electrode. On
the other hand, in practice, regions with properties different from those of the remaining cardiac muscle tissue are not
likely to be symmetric or to have a regular two-dimensional geometry. Therefore, individual numerical simulations are
required for the optimal design of a personalized thermal ablation treatment of the functional re-entry cardiac arrhyth-
mia, based on functional images of the heart. The establishment of a personalized optimal ablation protocol must also
include the quantification of simulation uncertainties, such as those of properties used as input parameters for the
coupled radiofrequency, heat transfer and electrophysiology models.
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