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SUMMARY

A new algorithm that uses the boundary element method (BEM) has been developed for determining steady thermal boundary conditions on surfaces of three-dimensional solids where such quantities are unknown. Given temperature and heat flux on surfaces where such data is readily available, the algorithm computes, non-iteratively, the temperature field within the entire object and any unknown thermal boundary conditions on the surfaces where thermal boundary values are unavailable. An inverse BEM computer program has been developed and was successfully tested on several simple geometries where the analytic solutions of the well-posed problem were known. Our non-iterative algorithm for inverse determination of unknown thermal boundary conditions is very fast and highly flexible in treating complex three-dimensional geometries including interior cavities, mixed thermal boundary conditions and multiple domains with different thermal properties. Besides surface input data, this algorithm accepts also temperatures and heat fluxes at isolated interior points as input data.

INTRODUCTION

Internal heat generation within computer processors increases proportionally to the clock speed of the chip. It is expected that volumetric heat generation inside the new chips will exceed $10 \times 10^6$ W m$^{-3}$ (Bar-Cohen, 1993). In order to monitor the temperature field inside the chip, it would be desirable to place a number of temperature probes as close to the chip as possible. This is impossible to achieve for a number of reasons. First, the temperature probes are electrically operated and could interfere with the electromagnetic field of the chip. Second, since a large number of probes would have to be used, their cost would be significant. Also, although each probe is relatively small, the volume of a large number of probes as compared to a chip and its surrounding is significant. Finally, it is very difficult and practically impossible to place sensors and take measurements of temperatures and heat fluxes on certain surfaces of a heat conducting solid due to the geometric inaccessibility of the surfaces or sensitivity of the environment on these surfaces. Nevertheless, these unknown thermal boundary values may be deduced from additional temperature and heat flux measurements made on some other surfaces. Although the problem is steady state, it has traditionally been solved by resorting to an unsteady heat conduction model (Beck et al., 1985). A characteristic of most of these unsteady inverse techniques is that they produce temporal oscillations in the estimates of the unknown surface thermal conditions that are larger than the temporal oscillations in the over-specified thermal data (Hensel and Hills, 1986). In order to damp out these oscillations, regularization schemes and mollification techniques are employed to smooth the unknown heat fluxes.

Our method (Martin and Dulikravich, 1993; 1994a; 1994b; 1995a; 1995b; 1996; Dulikravich and Martin, 1994a; 1996) for determining the unknown steady boundary conditions does not need any artificial smoothing technique since it is not iterative and has been shown to compute meaningful and accurate thermal fields in a single matrix inversion using a modification to the standard boundary element method (BEM) analysis code. It should be pointed out that this inverse boundary condition method has nothing to do with the inverse domain shaping method (Dulikravich and Martin, 1994b).

BOUNDARY ELEMENT FORMULATION

The governing partial differential equation for steady-state heat conduction in a three-dimensional solid with a constant coefficient of thermal conductivity, and arbitrarily distributed heat sources or sinks per unit volume is
where \( k, T, x \) and \( g \) are heat conductivity coefficient, temperature, spatial position vector and internal heat source function, respectively. This elliptic partial differential equation can be subject to the Dirichlet (temperature) boundary conditions on the boundary \( \Gamma_1, T = T_0 \), the Neumann (heat flux) boundary conditions on the boundary \( \Gamma_2, -k \frac{\partial T}{\partial n} = \overline{Q} \), and, when a boundary is exposed to a moving fluid, the Robin (convective heat transfer) boundary conditions on the boundary \( \Gamma_3, -k \frac{\partial T}{\partial n} = h(T - T_{amb}) \). When an ill-posed boundary condition problem is encountered, the boundary \( \Gamma_4 \) has both temperature and heat flux specified and is referred to as an over-specified boundary. At the same time nothing is known on boundary \( \Gamma_5 \). On interface surfaces between domains made of different materials, temperatures and heat fluxes must be the same. Equation (1) can be nondimensionalized using

\[
\begin{align*}
    u &= \frac{T - T_{min}}{(T_{max} - T_{min})}, \\
    b &= \frac{gl^2}{k(T_{max} - T_{min})}
\end{align*}
\]  

where \( l \) is the characteristic length scale and \( u \) is the non-dimensional temperature so that the non-dimensional heat flux is defined as \( q = \frac{\partial u}{\partial n} \). When equation (2) is formulated numerically, an approximate solution must be used. Therefore, error, often called the residual, is introduced into problem. The weighted residual statement minimizes this error by setting the weighted sum of the residuals over the entire domain and in the boundary conditions to zero. For Poisson's equation, the weighted residual statement appears as

\[
\begin{align*}
    \int_{\Omega} \left( \nabla^2 u(y) + b(y) \right) w(x, y) \, d\Omega(y) \\
+ \int_{\Gamma_1} \left( u(y) - \overline{u}(y) \right) \frac{\partial w(x, y)}{\partial n} \, d\Gamma(y) \\
- \int_{\Gamma_2} \left( q(y) - \overline{q}(y) \right) w(x, y) \, d\Gamma(y) &= 0
\end{align*}
\]  

The fundamental Green's function solution, which will be represented by \( u^* \), replaces the weighting function, \( w \). It satisfies the following Green's function solution equation with a unit impulsive heat source and homogeneous boundary conditions.

\[
\begin{align*}
    \nabla^2 u^* + \delta(x - y) &= 0
\end{align*}
\]  

The Dirac delta function, \( \delta(x-y) \), has the following sifting property.

\[
\begin{align*}
    \int_{\Omega} f(y) \delta(x - y) \, d\Omega = \begin{cases} 
    0 & \text{when } x \text{ is outside } \Omega \\
    f(x) & \text{when } x \text{ is inside } \Omega
\end{cases}
\end{align*}
\]  

After integrating the weighted residual statement (Eq. 3) by parts twice, retaining the Cauchy principal value of the boundary integrals, and using the properties of the Dirac delta function, the following Boundary Integral Equation (BIE) is obtained (Brebbia, 1978)

\[
\begin{align*}
    c(x)u(x) + \int_{\Gamma} q^*(x, y) u(y) \, d\Gamma &= \int_{\Gamma} u^*(x, y) q(y) \, d\Gamma + \int_{\Omega} u^*(x, y) b(y) \, d\Omega
\end{align*}
\]  

The boundary integral is singular where the observation point, \( x \), is on the boundary. These singular integrals must be evaluated in the sense of the Cauchy principal value (Brebbia, 1978). Consequently, \( c(x) \) = 0.0 when \( x \) is outside the domain, \( c(x) = 1.0 \) when \( x \) is inside the domain and \( c(x) = \theta/4\pi \) when \( x \) is on the boundary, where \( \theta \) is the internal angle at the corner between two neighboring boundary elements. If the temperature gradient is known at some location in the domain, the following BIE can be derived (Brebbia, 1978)

\[
\begin{align*}
    \nabla u(x) + \int_{\Gamma} \nabla q^*(x, y) u(y) \, d\Gamma &= \int_{\Gamma} u^*(x, y) q(y) \, d\Gamma + \int_{\Gamma} \nabla u^*(x, y) b(y) \, d\Omega
\end{align*}
\]  

The fundamental solution for the three-dimensional Poisson equation is

\[
\begin{align*}
    u^* &= \frac{1}{4\pi|x - y|}
\end{align*}
\]  

The boundary was discretized into N bilinear, isoparametric, boundary elements connected at N boundary node resulting in a set of N boundary integral equations. Only this portion of the domain, \( \Omega_b \), that contains heat sources was discretized into \( N_{vc} \) isoparametric trilinear cells sharing both domain and boundary nodes in order to evaluate the field source
integral. Since the unknowns existed only on the boundary, the set of BIE's was arranged into the following matrix form, with the geometric coefficients matrices \([H], [G]\) and \([P]\) computed by integrating the fundamental solution distributed on the boundary and in the domain.

\[
[H] \{U\} = [G] \{Q\} + [P] \{B\}
\]  (9)

For a well-posed boundary value problem, every point on the boundary is given one Dirichlet, Neumann or Robin-type boundary condition, no internal temperature measurements exist, and the heat source vector \(\{B\}\) is entirely known. Once the boundary conditions are multiplied out, they can be collected on the right hand side and added to \([P]\{B\}\) to form a vector of knowns, \(\{F\}\). The left-hand side will remain in the standard form \([A]\{X\}\), having \(N\) unknowns and \(N\) equations. This system of linear algebraic equations can be solved for the unknowns on the boundary by any standard matrix solver such as Gaussian elimination or LU factorization.

If the boundary conditions in the above example are not properly applied, or if internal temperature measurements are included in the analysis, or if part or all of the heat source function is unknown, the problem becomes ill-posed. A solution may still be obtained by multiplying the known quantities in the vectors \(\{U\}, \{Q\}\) and \(\{B\}\) by their respective coefficient matrix columns and collecting them into the vector of knowns. The unknowns form a single vector, \(\{X\}\), multiplied by a highly ill-conditioned coefficient matrix, \([A]\), which is, in general, not square (Martin and Dulikravich, 1996; Dulikravich and Martin, 1996).

**SINGULAR VALUE DECOMPOSITION**

Such matrices can be inverted using Singular Value Decomposition (SVD) methods (Beck et al., 1985; Press et al., 1992; Throne and Olson, 1994; Pawluk, 1995). The goal of the SVD is to choose a solution vector \(\{X\}\) so as to minimize the error

\[
E = \|\{F\} - [A]\{X\}\| \quad (10)
\]

Any \(M \times N\) matrix \([A]\) can be written as the product of an \(M \times N\) column-orthogonal matrix, \([C]\), an \(N \times N\) diagonal matrix \([S]\) with positive singular values, and the transpose of an \(N \times N\) orthogonal matrix \([D]\).

\[
[A] = [C] \begin{bmatrix} s_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & s_N \end{bmatrix} [D] \quad (11)
\]

The singular values, \(s_1, s_2, ..., s_N\), are the eigenvalues of a matrix \([A]^T[A]\). Formally, the condition number of a matrix is defined as the ratio of the largest of the \(s_j\)'s to the smallest of the \(s_j\)'s. For a well-conditioned matrix, these values will be roughly of the same order of magnitude. As the matrix becomes more ill-conditioned, these values become more dispersed. If the matrix \([A]\) is singular, then there is some subspace of \(\{X\}\), called the nullspace, that is, \([A]\{X\} = \{0\}\). The LU factorization and Gaussian elimination techniques may give a formal solution to an ill-conditioned set of equations, but the solution vector \(\{X\}\) will have highly oscillating components. When this solution vector, \(\{X\}\), is multiplied by the matrix \([A]\), a very poor approximation to the vector \(\{F\}\) will be the result. Eliminating very small singular values has the effect of removing those algebraic terms that, because they are dominated by noise and round-off error, corrupt the solution. In order to determine which singular values are to be truncated, we must choose a singularity threshold parameter, \(\tau\), so that \(s_j/s_{\text{max}} < \tau\), then \(1/s_j = 0\).

Since \([C]\) and \([D]\) are each orthogonal in the sense that their columns are orthonormal, the solution vector can be easily found as

\[
\{X\} = [D]\text{diag}(1/s_j)[C]^T\{F\} \quad (12)
\]

**VERIFICATION OF ACCURACY OF THE ANALYSIS AND INVERSE BEM COMPUTER CODES**

A BEM computer program was developed using the theory discussed in the previous section. The accuracy of the three-dimensional BEM as a solution to the well-posed heat conduction problem was verified for the test case consisting of an unit size cube centered at (0, 0, 0) with a centrally located cubical cavity of the size 0.4m x 0.4m x 0.4m. All six walls of the cubical cavity were at \(T = 100\) K. Outside surface of the cube was assigned the following boundary conditions: front and back walls were adiabatic, while left and right vertical walls and the top and bottom walls were at \(T = 1000\) K. Since a closed-form analytic solution cannot be found for this test case, we utilized a second-order accurate alternating-direction implicit finite difference algorithm (Dennis, 1996) to obtain an accurate thermal field prediction for this well-posed problem. When using the finite difference analysis code and the BEM analysis code we discretized the cube with 25 x 25 x 25 uniform grid cells and the cavity with 5 x 5 x 5 uniform grid cells. Compared with the finite difference solution, the BEM analysis code had maximum local relative error of 0.2% in predicted heat fluxes on the front and back outer walls and 0.5% in predicted heat fluxes normal to the cavity walls. The SVD threshold parameter used in the well-posed problem solution was of the order of \(\tau = 10^{-4}\).

An ill-posed problem was then created by treating all six walls of the cubical cavity as thermally unspecified, that is, if we do not know temperatures and heat fluxes on these surfaces. At the same time, we enforced \(T = 1000\) K on all six outside walls and adiabatic conditions on the outer front and back walls thus making them the over-specified boundaries. Our inverse BEM code solved this ill-posed problem resulting in an average 5% error in the predicted cavity surface temperatures and 8% error in the predicted cavity surface heat fluxes (Figure 1). The errors were concentrated at the corners of the cubic cavity. The SVD threshold parameter used in the ill-posed problem
solution was of the order of $\tau = 10^{-2}$ (Martin and Dulikravich, 1996).

**THERMAL ANALYSIS OF A COOLED MODEL MULTIDOMAIN ELECTRONIC CHIP PACKAGE**

For the purpose of demonstrating the flexibility of our BEM code to treat three-dimensional configurations composed of subdomains having different thermal properties and different geometries, we have created a simplified cooled chip package configuration (Figure 2). It consists of a tungsten ($k = 137$ W m$^{-1}$ K$^{-1}$) heat sink with four vertical parallel plate-fins (Figure 3), a square heat spreader plate (Figure 4) made of silica with $k = 1.39$ W m$^{-1}$ K$^{-1}$, a square substrate plate (Figures 5 and 6) made of SiO$_2$ with $k = 1.39$ W m$^{-1}$ K$^{-1}$ (Yamaguchi et al., 1992), and a square chip (Figure 7) made of Si with $k = 102$ W m$^{-1}$ K$^{-1}$ (Yamaguchi et al., 1992). The relative dimensions can be discerned from the scales indicated in Figure 2. Specifically, the chip measured 15 mm x 15 mm. It was imbedded in a square SiO$_2$ substrate plate measuring 35 mm x 35 mm. It should be pointed out that this is not a realistic configuration (Shaukatullah and Gaynes, 1995), but strictly a simplified and fictitious configuration that will be analyzed only for the purpose of a preliminary demonstration of the versatility, speed and accuracy of our analysis and inverse boundary condition determination methodology.

First, a well-posed analysis problem was formulated by specifying convective heat transfer coefficient $h = 3000$ W m$^{-2}$ K$^{-1}$ on the surfaces of all the plate-fins, while the remaining exterior surfaces of the assembled configuration were treated as adiabatic (Figure 2). Ambient fluid temperature was specified as $T_{am} = 300$ K. Nothing was specified on the surface of the chip and on the interface (contact) surfaces of the other components. There, interface compatibility conditions (equal temperatures and heat fluxes from both sides of the interface) were automatically enforced.

Our BEM analysis code generated surface grids (Figures 3-7) that resulted in a system of 740 algebraic equations for the unknown surface temperatures and heat fluxes. On a Cray C-90 computer with a single vector processor it took 1.5 seconds to form the solution matrices and an additional 11 seconds to solve them using SVD algorithm. Our code is very fast due to the fact that it is fully vectorized and does not need any iterative procedures since it is based on BEM. Details of the predicted temperatures on the surfaces of each of the components are depicted in Figures 3-7. It can be seen that the tips of the heat sink fins are practically useless (Figure 3) suggesting that the fins could be shortened. The isotherm pattern on the top surface of the heat spreader plate is practically constant (Figure 4) although the chip below acts as a square source of heat. Similar conclusion can be drawn concerning the substrate plate (Figures 5 and 6). With the present configuration and chosen thermal conductivities of the package components, the chip itself has a mildly non-uniform temperature distribution (Figure 7). Notice that Figure 7 is not drawn to scale.

This analysis strongly suggests that more uniform temperature field and lower overall temperature could be achieved in the chip by utilizing a constrained shape inverse design methodology (Dulikravich and Martin, 1994; 1996) and the BEM thermal analysis software.

**INVERSE DETERMINATION OF BOUNDARY CONDITIONS ON A COOLED MODEL MULTIDOMAIN ELECTRONIC CHIP PACKAGE**

One of the by-products of the well-posed problem solution procedure is the computed temperature distribution on the bottom surface of the substrate plate (Figure 6). Recall that the boundary condition enforced on this bottom surface was zero heat flux (adiabatic wall).

Then, we created an ill-posed (inverse) problem for the same multidomain cooled chip package (Figure 2). The vertical surfaces of the finned heat sink were assigned overspecified thermal boundary conditions consisting of the surface temperatures and heat fluxes computed from the previous well-posed analysis problem. The remaining outer vertical surfaces of the package were assigned adiabatic condition as in the analysis (forward or well-posed) case. Thermal boundary conditions on the entire bottom horizontal surface of the substrate plate were treated as unknown, that is, nothing was specified on the bottom surface of the package. It an actual application of this methodology, the overspecified thermal boundary conditions can be provided from experimentally measured values on any accessible surface. Similarly, any surface or surfaces can be treated as inaccessible where experimental values of temperature and heat fluxes are unavailable.

Our inverse BEM code solved this example ill-posed problem (consisting of 740 equations and 632 unknowns) in the same amount of computer time as it did the previous well-posed problem. The SVD threshold parameter used in the ill-posed problem solution was of the order of $\tau = 10^{-5}$.

The temperature field predicted on the surface of the heat spreader plate (Figure 8) was almost identical to the values obtained from the solution of the forward problem (Figure 4). Surface temperature distribution predicted on the interface surface between substrate and the heat spreader plate closely resembled (Figure 9) the values obtained from the solution of the forward problem (Figure 5). Isotherms inversely predicted on the bottom surface of the substrate plate (Figure 10) differed somewhat from the temperature field obtained from the well-posed problem (Figure 6). The relative error was below 10% which can be considered acceptable because a relatively coarse grid was used and the over-specified boundary conditions already contained an error since they were obtained from the numerical solution of the well-posed problem. At the same time, it is remarkable that the inverse BEM predicted a negligibly small value for the heat flux on the bottom surface of the substrate plate where we know that the correct answer is zero heat flux.

Temperatures predicted on the surface of the chip (Figure 11) with our inverse BEM code compared very well with the values predicted using our analysis BEM code (Figure 7). It is especially interesting to note that the maximum relative error in the inversely predicted chip surface temperature was only 0.3%. This suggests that this inverse technique for determining chip surface temperatures and heat fluxes can be used with a great degree of confidence.
even in the situation when only a limited amount of combined temperature and heat flux measurements is available on some other more accessible exterior surfaces of the entire 3-D electronic package.

CONCLUSIONS
We have recently developed a three-dimensional version of our inverse method that has the capability to determine thermal boundary conditions (temperatures and heat fluxes) on surfaces of conducting three-dimensional solid objects where such quantities are unknown. The solid can be composed of an arbitrary number of arbitrarily shaped components where each component can be made of a different material. Our method is very fast since it uses a non-iterative direct approach based on boundary integral method in solving steady-state inverse heat conduction problems of unknown boundary condition type. This means that given any over-specified thermal boundary conditions (such as temperatures and heat fluxes on surfaces where such data are readily available) the algorithm is capable of predicting the temperature field within each component. In addition, the algorithm simultaneously predicts all unknown thermal boundary conditions on surfaces of each component where the thermal boundary conditions were not specified.

A BEM computer code has been developed to perform automatic non-iterative determination of steady temperatures and heat fluxes on parts of the interior and exterior boundaries of multidomain arbitrarily shaped 3-D solids. Accuracy of the computer code was tested on several simple geometries by comparing the results of the inverse BEM code against the results of a finite difference analysis code. Results were in very good agreement in the regions relatively close to the overspecified data, but deteriorated with the distance from the overspecified boundaries.
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**Figure 1** Computed isotherms (solid lines) on a symmetry plane of a box-in-a-box 3-D configuration: A) forward problem solution, B) inverse problem solution and the computational grid (dashed lines).

**Figure 2** Computational grid for a cooled chip package.
FIGURE 3  FORWARD PROBLEM: COMPUTED SURFACE ISOOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE FINNED HEAT SINK.

Level 1
8  382.073
7  371.996
6  361.92
5  351.843
4  341.767
3  331.69
2  321.614
1  311.537

FIGURE 4  FORWARD PROBLEM: COMPUTED SURFACE ISOOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE HEAT SPREADER PLATE.

Level 1
8  387.068
7  381.696
6  376.323
5  370.951
4  365.579
3  360.207
2  354.834
1  349.462

FIGURE 5  FORWARD PROBLEM: COMPUTED SURFACE ISOOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE UPPER SURFACE OF THE SUBSTRATE PLATE.

FIGURE 6  FORWARD PROBLEM: COMPUTED SURFACE ISOOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE BOTTOM SURFACE OF THE SUBSTRATE PLATE.
FIGURE 7  FORWARD PROBLEM: COMPUTED SURFACE ISOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE SURFACE OF THE CHIP.

FIGURE 8  INVERSE PROBLEM: COMPUTED SURFACE ISOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE HEAT SPREADER PLATE.

FIGURE 9  INVERSE PROBLEM: COMPUTED SURFACE ISOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE UPPER SURFACE OF THE SUBSTRATE PLATE.

FIGURE 10  INVERSE PROBLEM: COMPUTED SURFACE ISOTHERMS (SOLID LINES) AND SURFACE COMPUTATIONAL GRID (DASHED LINES) ON THE BOTTOM SURFACE OF THE SUBSTRATE PLATE.
Level t
8  392.127
7  391.814
6  391.5
5  391.187
4  390.873
3  390.56
2  390.246
1  389.933

Figure 11: Inverse Problem: Computed surface isotherms (solid lines) and surface computational grid (dashed lines) on the surface of the chip.