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Multi-objective Design
Optimization of Branching,
Multifloor, Counterflow
Microheat Exchangers
Heat removal capacity, coolant pumping power requirement, and surface temperature
nonuniformity are three major challenges facing single-phase flow microchannel com-
pact heat exchangers. In this paper multi-objective optimization has been performed to
increase heat removal capacity, and decrease pumping power and temperature nonuni-
formity in complex networks of microchannels. Three-dimensional (3D) four-floor config-
urations of counterflow branching networks of microchannels were optimized to increase
heat removal capacity from surrounding silicon substrate (15� 15� 2mm). Each floor
has four different branching subnetworks with opposite flow direction with respect to the
next one. Each branching subnetwork has four inlets and one outlet. Branching patterns
of each of these subnetworks could be different from the others. Quasi-3D conjugate heat
transfer analysis has been performed by developing a software package which uses
quasi-1D thermofluid analysis and a 3D steady heat conduction analysis. These two solv-
ers were coupled through their common boundaries representing surfaces of the cooling
microchannels. Using quasi-3D conjugate analysis was found to require one order of
magnitude less computing time than a fully 3D conjugate heat transfer analysis while
offering comparable accuracy for these types of application. The analysis package is ca-
pable of generating 3D branching networks with random topologies. Multi-objective opti-
mization using modeFRONTIER software was performed using response surface
approximation and genetic algorithm. Diameters and branching pattern of each subnet-
work and coolant flow direction on each floor were design variables of multi-objective
optimization. Maximizing heat removal capacity, while minimizing coolant pumping
power requirement and temperature nonuniformity on the hot surface, were three simul-
taneous objectives of the optimization. Pareto-optimal solutions demonstrate that thermal
loads of up to 500W/cm2 can be managed with four-floor microchannel cooling networks.
A fully 3D thermofluid analysis was performed for one of the optimal designs to confirm
the accuracy of results obtained by the quasi-3D simulation package used in this paper.
[DOI: 10.1115/1.4027911]
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1 Introduction

Cooling systems for new generation portable electronic devices
with higher capacity of heat removal, higher efficiency and
smaller size is one of the challenges in the heat transfer field. The
heat dissipation of microprocessors has delineated an exponential
increase over the past decade and up to 10 times larger heat fluxes,
with respect to current devices, are expected in next-generation
microelectronics [1].

One of the cooling system technologies is the cooling micro-
channel based compact heat sink. Significantly smaller sizes of
the microchannels offer major advantage of this method which
allows multichip integration. The main challenges of this method
are high pressure drop which require higher pumping power, sur-
face temperature nonuniformity, liquid maldistribution, and cool-
ant leaks [2]. Microchannel heat sinks have been investigated both
experimentally and numerically [1–6]. Single-phase flow heat
transfer in microchannels has been studied by many investigators.

Heat transfer coefficients and friction factors in microchannels
have been experimentally investigated by Kosar and Peles [7] for

heat fluxes ranging from 3.8 to 167W/cm2. Colgan et al. [8]
investigated practical implementation of a single-phase micro-
channel flow in silicon substrates to enhance removal of heat load
up to 300W/cm2 using water as coolant. Walchli et al. [9] applied
oscillating flow method on water cooling system for thin form fac-
tor high performance electronics with 180W/cm2 heat flux load.

A computational and experimental investigation of pressure
losses and heat transfer in microchannel networks containing
T-type junctions have been performed by Haller et al. [10]. Kim
et al. [11] numerically studied the thermal and hydraulic perform-
ance of single-phase microchannel flows versus phase change
flows for different coolants.

One of the first vestiges of the application of optimization
methods to improve channel geometries was in the design of gas
turbine blades. Martin and Dulikravich [12] presented a fully
automated program for inverse design and optimization of cooling
passages in internally cooled turbine blades, which was validated
against experimental results from Pratt & Whitney Aircraft Com-
pany. A few years later, Jelisavcic et al. [13] applied hybrid evolu-
tionary optimization to the same concept of channel network
optimization for turbomachinery applications. Hong et al. [14]
presented a great effort to enhance the cooling uniformity of
microchannel heat exchangers through the design of fractal tree-
like networks, attempting to reduce coolant pumping power.
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Subsequently, Gonzales et al. [15] executed relevant work com-
prising 2D microchannel networks optimization. Genetic algo-
rithms have been used by Wei and Joshi [16] to perform single
objective optimization in order to minimize overall thermal resist-
ance. Husain and Kim [17] performed single objective optimiza-
tion using response surface approximation in order to find optimal
microchannel width, depth, and fin width.

There is still a need for more research on single-phase flow
microchannels in order to increase heat transfer efficiency and
decrease temperature nonuniformity and pressure drop [18].

In this paper, a cooling scheme involving 3D networks of
branching microchannels is introduced. Results of an optimization
study of the topological and geometrical properties of such net-
works are presented. Topological characteristics include branch-
ing pattern and flow direction on each floor with microchannels;
geometrical properties include microchannel diameters. This work
represents a significant improvement over the initial effort [19] to
develop a high efficiency compact heat exchanger based on
optimally branched networks of cooling microchannels.

2 Mathematical Model Description

An automatic 3D conjugate heat transfer analysis software
package (CHETSOLP) was developed to model conjugate heat
transfer phenomena and calculate flow-field and temperature field
simultaneously in order to assess any microchannel heat sink to-
pology. The most relevant numerical algorithms comprising the
CHETSOLP package are described in this section. The working
logic of the package is to solve the flow-field, transfer the flow-
field data to the 3D heat conduction analysis code, solve for
temperature field in the solid part of the heat exchanger, transfer
temperature data to the quasi-1D flow solver via cooling micro-
channel surfaces, and iteratively repeat this procedure until the
wall temperatures of the microchannels (initially guessed) con-
verge. Data transfer at the solid/fluid interfaces is performed by a
developed boundary condition transfer module that links the fluid
and solid domain solvers. CHETSOLP consist of two parts;
random geometry generator and analysis solvers.

3 Random Geometry Generators

A FORTRAN code was written to produce different microchan-
nels arrangements by randomly generating branching patterns,
diameters of each branch and direction of each subnetwork on
each floor. In the next step, the required stl file for analysis solvers
is generated automatically by this code.

In this research, microchannels have been arranged in four floors
inside the silicon substrate with dimension of 15� 15� 2mm
(length, width, and thickness), as shown in Fig. 1(a).

Figure 1(b) shows one single floor which has four separate
branching subnetworks. Each branching subnetwork has four
inlets and one outlet. Branching subnetworks have opposite
directions with respect to each other. Total number of branching
subnetworks for the four-floor arrangement studied here is 16.

4 Analysis Solvers

In order to perform conjugate heat transfer analysis, two solvers
have been coupled to each other; quasi-1D fluid flow and convec-
tive heat transfer solver (COOLNET) [12] and 3D heat conduction
solver (OpenFOAM) [20].

4.1 Quasi-1D Fluid Flow and Convective Heat Transfer
Analysis (COOLNET). The numerical algorithm for integration
of mass, momentum, and energy balance equations that follows,
assumes steady, incompressible flow, and breaks down each cool-
ing channel into a number of constant cross hydraulic diameter
fluid elements [12,19,21].

Mass continuity is enforced throughout by means of solving
Eq. (1) at every junction node, that is, at every junction of

microchannels the sum of incoming mass flow rates and outgoing
mass flow rates must balance out

X

Kmax

k¼1

_mk ¼
X

Kmax

k¼1

qVkAk ¼ 0 (1)

Energy balance equation (First Law of Thermodynamics) for
quasi-1D, steady flow results in the extended Bernoulli’s equation
for the entire channel loop that includes a coolant pump [22], in
the case of no work of electromagnetic forces
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At this point, it should be recognized that thermal energy trans-
ferred to the fluid by convection has been stored in the fluid as its
internal energy, that is

_m Cv2T2 ÿ Cv1T1ð Þ ¼ _Q (3)

After recognizing that potential energy differences are negligible,
total pressure loss between the inlet and the outlet of each cooling
passage is given as

Dpt ¼ p1 þ q
V2
1

2

� �

ÿ p2 þ q
V2
2

2
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¼
_Wvisc

_m
(4)

Fig. 1 Microchannel configuration: (a) 3D four-floor micro-
channels and (b) four branching subnetworks on one floor
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since pump is outside the cooling microchannel network in our
case (it is in the outer part of the closed-loop cooling system).

The viscous losses are typically grouped into major losses (due
to friction of fluid and the channel wall) and minor losses (due to
flow separation at locations of inlets, exits, turns, sudden changes
of hydraulic diameter, branch nodes/merge nodes of the flow
network). Thus

_Wvisc ¼ _m
X

Imax

i¼1

fi
Li

Dh

V2
i

2
þ
X

Jmax

j¼1

Kj

V2
j

2

 !

(5)

The Darcy friction factor is calculated for laminar flow conditions
as f¼ 64/Re. For turbulent flow conditions, it is approximated
from Eq. (6) as a function of Reynolds number and the relative
wall roughness. Equation (6) was proposed by Chen [23]. Ghan-
bari et al. [24] demonstrated that Chen’s equation is one of the
most accurate friction factor equations

1
ffiffiffi

f
p ¼ ÿ2 log

e=Dh

3:7065
ÿ 5:0452

Re
log

e=Dhð Þ1:1098
2:8257

þ 5:8506

Re0:8981

" #( )

(6)

In the scope of this work, minor losses due to three types of
microchannel junctions were addressed: elbows, T-junctions and
cross junctions. Inlet losses were also incorporated.

Minor loss coefficients (friction factors), K, of regular-size
junctions were used due to lack of data for microsize junctions,
especially with circular cross section. Cross junction friction fac-
tor recently represented by Sharp et al. [25], was applied in loss
calculations. Other minor loss coefficients have been extracted
from literature [26–30] so that for inlet/exit K¼ 0.5, for elbow
K¼ 0.3, for T-junction K¼ 0.2 and for cross junction K¼ 0.16.

Notice that shaft power (pump power delivered to the fluid)
required to push the fluid through the network at a given mass
flow rate can be expressed as

_Wpump ¼ ÿ _m
Dpt
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(7)

indicating that pump must overcome the rate of loss of total pres-
sure and viscous losses.

If constant wall temperature is assumed in each constant hy-
draulic diameter fluid segment of a cooling channel, the rate of
heat transferred into the flowing fluid is defined as

_Q ¼ _mCv Tout ÿ Tinð Þ (8)

Considering a heating scenario where the channel wall tempera-
ture is higher than the fluid temperature, the bulk fluid temperature
will rise in the direction of the flow. If a constant cross section
fluid element is considered, the energy balance of such differential
control volume is given by

d _Q ¼ _mCvdT ¼ h Tw ÿ Tð ÞdS (9)

which after integration gives the exit fluid bulk temperature that
can be computed from Eq. (10), when inlet temperature, wall
temperature, heat transfer coefficient, mass flow rate, and fluid’s
specific heat are known

Tout ¼ Tw ÿ Tw ÿ Tinð Þeÿ hS
_mCv (10)

The convective heat transfer coefficient, h, can be calculated
from Eq. (11) if Nusselt number is known

Nu ¼ hDh

k
(11)

In order to calculate Nusselt number and hence the convective
heat transfer coefficient, h, the second Petukhov equation (Eq.
(12)) is used [31]. It represents a relationship between the Nusselt,
Prandtl, and Reynolds numbers and friction factor for steady,
incompressible flow in a straight circular cross section tube.

Nu ¼ ðf=8ÞðRe ÿ 1000ÞPr

1þ 12:7ðf=8Þ0:5ðP2=3
r ÿ 1Þ

(12)

Based on Eq. (7), for _Wpump ¼ 0 and Dpt ¼ constant, viscous
losses will be constant. In such cases, having a larger velocity and
a smaller friction factor may seem to be desirable because it
increases the mass flow rate and, as a result of it, the convection
heat transfer will increase according to Eq. (3). On the other hand,
based on Eq. (10), increasing the velocity (or mass flow rate) leads
to a smaller fluid exit temperature. This decreases the temperature
difference between inlet and outlet, and based on Eq. (3), it
decreases the convection heat transfer. Finding optimal mass flow
rate in a manner that maximizes the heat transfer while minimiz-
ing the rate of viscous losses will be addressed in this study.

The quasi-1D thermofluid solver (COOLNET) is an iterative
scheme that decouples continuity and momentum from energy
balance. It was formulated, developed and tested by Martin and
Dulikravich [12,19,21]. The definition of the momentum conser-
vation matrix system is straightforward for every channel. The
mass conservation matrix balance is expressed on a nodal basis
rather than on a channel-by-channel basis. Therefore, the formula-
tion of such matrix system is entirely dependent on the branching
pattern that a given node exhibits.

The quasi-1D thermofluid analysis code COOLNET is capable
of automatically assembling such matrix system involving mass,
momentum, and energy balance equations based on the micro-
channels’ connectivity. The matrix system is composed of a coef-
ficient matrix, a vector of unknowns and a boundary conditions
vector. The coefficients matrix is composed in a specific form
depending on channels’ connectivity. This matrix of coefficients
multiplies the unknown vectors which are assembled by placing:
(1) the equivalent total pressures for all internal nodes, that is, all
channel junctions except for the inlet and outlet ports and (2) aver-
age channel mass flow rates. The boundary conditions vector
stores quantities derived from prescribed values at the domain
boundaries. Complex network topologies yield slightly ill-
conditioned matrices. Therefore, singular value decomposition
algorithm [19,21] was used for matrix inversion at all iterations. A
matrix inversion subroutine solves for equivalent total pressures
and mass flow rates simultaneously. For the 3D temperature field
solution in the substrate material, no matrix system is required. A
simple advancing-front program (OpenFOAM platform [20])
sweeps the microchannel network solving Eq. (5) for all nodes
(except for inlets). Wall temperatures, calculated mass flow rate,
channel lengths and cross-sectional areas are considered for solu-
tion of this equation.

Jelisavcic et al. [13] investigated the COOLNET solver in terms
of accuracy and speed against an analytical solution yielded by
the Hagen–Poiseuille equation, and also against a high-fidelity 3D
Navier–Stokes equations solver (ANSYS CFX). They reported
less than 8% error for the large Re numbers against analytical so-
lution. They also demonstrated that ANSYS CFX has more accu-
racy compared to the COOLNET, but that it also requires
approximately 50 times more computing time as compared to
COOLNET. This confirms the large economical advantage of
using quasi-3D conjugate thermofluid analysis models instead of
using complete 3D Navier–Stokes equations with turbulence
modeling.

4.2 3D Heat Conduction Analysis. Steady 3D heat conduc-
tion analysis inside the heat exchanger solid material was carried
out with commercial software OpenFOAM [20] which uses the
Gaussian finite volume (hexahedral cells) integration method for
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computation of derivatives and it implements a linear interpola-
tion scheme. The accuracy of OpenFOAM solver was discussed
by Dulikravich and Martin [21]. They demonstrated that for a 2D
test case, the OpenFOAM LaPlace solver has very good accuracy
with maximum error less than 1% against analytical solution.

5 Test Case Definition

For the purpose of demonstrating the utility of the developed
design optimization algorithm for 3D networks of cooling chan-
nels, we simulated a silicon substrate that has a footprint of
15mm by 15mm and a thickness of 2mm with thermal conduc-
tivity k¼ 130W mÿ1 Kÿ1. A uniform thermal load of 500W/cm2

was enforced on the top surface of the substrate and a constant
temperature of 300K was enforced at the bottom surface of the
substrate. A dielectric liquid coolant was simulated as pumped at
horizontal floors each containing four branching subnetworks to
absorb as much heat as possible. Manufacturing limitations sug-
gested by Jones et al. [32] constrain microchannel hydraulic diam-
eters to be greater than 100 lm and relative wall roughness to be
not less than 7% of the hydraulic diameter. The most relevant
characteristics are

(1) maximum number of planar branching levels: 2,
(2) minimum hydraulic diameter: 200 lm, and
(3) maximum hydraulic diameter: 350lm.

In this work, the interior wall relative roughness was kept con-
stant at 7% for all the branches in the cooling networks since opti-
mizing variation of surface roughness was shown [19] to be
potentially detrimental in multi-objective optimization. Different
investigators have reported different critical Reynolds numbers
for fluid flows inside microchannels [33]. In most research, lami-
nar flows were observed for Reynolds number less than 2000.
Therefore, in this research, critical Reynolds number has been set
at 2000. The boundary conditions for water coolant at the inlet
were: total pressure of 270 kPa and total temperature of 293K.
The boundary condition at the exits was the static pressure of
110 kPa. Fluid properties are temperature-dependent and were
imported from OpenFOAM’s fluid database [20]. The local aver-
age coolant velocities, pressures and temperatures were then cal-
culated by iteratively satisfying a system of local mass
conservations and extended Bernoulli’s equations [12,19,21,22].

5.1 A Random Unoptimized Configuration. Conjugate heat
transfer in an initial population of 1341 unique randomly gener-
ated four-floor branching microchannel networks was simulated
using CHETSOLP. Results of one of these cases are shown in this
section.

Coefficient of variation (CV) was defined as the ratio of stand-
ard deviation (r) over the average value (Tave) of temperature

on the hot surface, where N is the number of cells on the surface,
that is

CV¼ r

Tave
; r¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N

X

N

i¼1

ðTiÿTaveÞ2
v

u

u

t ; Tave ¼
1

N

X

N

i¼1

Ti (13)

Figure 2(a) shows the temperature distribution on the hot sur-
face, while Fig. 2(b) shows the 3D temperature distribution in the
entire substrate. This figure demonstrates that the large variations
in temperature field occur close to the hot surface.

Wall temperature distributions on all floors are shown in Fig.
3(a). Figures 3(b)–3(e) show temperature distribution on each
microchannel floor. The first floor temperature variation is illus-
trated in Fig. 3(b). This floor is next to the cold surface.

As these figures show, temperature field in each floor is affected
by temperature fields on its top and bottom floors. On the fourth
floor which is the closet floor to the hot surface (Fig. 3(e)), in
some branching subnetworks, higher temperatures are observed at
the beginning of channels. This happens because Reynolds num-
bers in those channels are less than critical Reynolds number
which is 2000 for microchannels with 7% relative surface rough-
ness [33]. By merging channels, since the diameter in a given sub-
network is constant, the Reynolds number will be increased and
as a result of this, the convection heat transfer coefficient, h, and
the amount of heat removed will be increased. Therefore, lower
temperatures of the channel walls will be seen at the end of sub-
networks of microchannels.

Calculated mass flow rate, heat removal, viscous losses and di-
ameter of each branching subnetwork are presented in Table 1.
Viscous losses in this table were calculated from Eq. (5). Mass
flow rate is varying by the diameter and branching pattern. As
results show, branching subnetwork #14 performs the maximum
amount of heat removal.

Table 2 illustrates the mass flow rate, heat removed, and
viscous losses (Eq. (5)) for each floor. Floor #4, which is the
closest floor to the hot surface, has the maximum amount of heat
removal, minimum mass flow rate and minimum pumping power
requirement.

6 Multi-objective Optimization

Optimization of the topology and geometrical characteristics of
the 3D microchannel network was performed by using mode-
FRONTIER software [34]. In this paper, design variables for a
single branching subnetwork include three variables for branching
pattern and one for diameter. There are three more design varia-
bles for directions of floors. Therefore, for 16 branching subnet-
works, the total number of design variables is 67. The 67 design
variables which are defining the four-floor cooling configuration
of microchannel networks were randomly varied to generate 1341
unique four-floor cooling topologies. Then, these 1341 unique

Fig. 2 Temperature distribution for a nonoptimized configuration: (a) hot surface (having large
temperature variations CV5 1.7113 1022) and (b) entire 3D substrate

101801-4 / Vol. 136, OCTOBER 2014 Transactions of the ASME

Downloaded From: http://heattransfer.asmedigitalcollection.asme.org/ on 07/30/2014 Terms of Use: http://asme.org/terms



Fig. 3 Temperature distribution for nonoptimized microchannel walls: (a) four-floor microchannels, (b) first floor, (c) second
floor, (d) third floor, and (e) fourth floor
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random cases were imported to modeFRONTIER to generate the
67-dimensional response surface which is a powerful method to
interpolate multivariate scattered data and decrease cost of com-
putations. Response surface methodology was implemented using
Gaussian radial basis function (GRBF).

Multi-objective Genetic Algorithm II (NSGA-II) was chosen to
perform optimization. NSGA-II is a multi-objective evolutionary
algorithm developed by Deb et al. [35,36]. The three simultaneous
objectives of the optimization study were:

(1) maximize total heat removed,
(2) minimize pumping power due to major and minor losses, and
(3) minimize temperature nonuniformity on hot surface.

The main difficulty was to create an accurate response surface
for a large number of integer design variables, (67 variables)
which was capable to predict the three objectives with an accepta-
ble error. GRBF based response surface offered more accurate
results in comparison to other response surface methods. A GRBF
was created by using 1341 unique randomly generated four-floor
cooling networks. Then, this GRBF was coupled to NSGA-II
multi-objective optimization algorithm in modeFRONTIER soft-
ware in order to perform the optimization. The Pareto front
obtained by this method is illustrated in Fig. 4 by two objectives;
pumping power and total heat removal. These Pareto designs are
shown by green squares and named “Virtual Pareto.” Blue circles
represent the 1341 random initial cases and named “Initial
Population.”

In the next step, 25 different virtual Pareto designs obtained by
modeFRONTIER optimization were chosen as input data for 3D
CHETSOLP. The analysis results are shown by red squares and
named “Real Pareto” in Fig. 4. As this figure shows, in the region
between 800W and 900W of thermal power removed, which has
more initial points, the virtual and real Pareto designs are well
matched. The differences between virtual and real Pareto designs
are higher at the head and tail of initial population cloud. This is

because the GRBF does not have enough points in these regions
to predict the behavior of objectives with respect to variables.
However, the real Pareto still represents good dominant designs in
comparison with initial population.

Figure 5 shows initial population, virtual Pareto and real Pareto
for CV with respect to total heat removed. As this figure illus-
trates, virtual and real Pareto designs are in good agreement in
almost all regions.

One of the best real Pareto optimized designs (Pareto No. 21)
was chosen to be studied more by using its analysis results. Pareto
No. 21 results are shown in Figs. 6 and 7.

Table 1 Analysis results for all branching subnetworks in non-
optimized case

Branching
subnetwork

Mass flow
rate (g/s)

Heat removed
(W)

Viscous losses
Eq. (5) (W)

Microchannel
diameter (lm)

1 3.34 54.787 0.539 250
2 2.03 20.709 0.328 250
3 3.34 46.838 0.539 300
4 1.23 13.235 0.198 200
5 0.77 4.747 0.124 200
6 3.08 61.499 0.497 300
7 1.39 30.733 0.247 200
8 1.39 45.697 0.247 350
9 2.63 97.457 0.425 250
10 0.77 11.408 0.124 250
11 2.05 76.583 0.331 350
12 0.74 6.707 0.122 200
13 0.57 37.466 0.092 250
14 2.05 119.638 0.331 350
15 1.23 49.385 0.198 300
16 1.23 87.925 0.198 350

Table 2 Analysis of results for all floors in nonoptimized case

Floor
No.

Mass flow
rate (g/s)

Heat removed
(W)

Viscous losses
Eq. (5) (W)

1 9.93 135.569 1.605
2 6.63 142.675 1.114
3 6.19 192.155 1.001
4 5.07 294.414 0.819
Total 27.80 764.814 4.539

Fig. 4 Thermal energy removed versus pumping power
requirement for initial population, virtual Pareto, and real
Pareto-optimal designs

Fig. 5 CV versus total heat removed for initial population,
virtual Pareto designs, and real Pareto designs
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Figures 6(a) and 6(b) demonstrate the temperature distribution
on the hot surface and substrates, respectively. Temperature on
the hot surface is changing from 330K to 339K. A significant
drop in the maximum temperature and temperature nonuniformity
is observed in this case. The CV on the hot surface for this case
was 4.907� 10ÿ3.

Temperature distributions on all four floors are shown in Figs.
7(a)–7(e). Figure 7(e) shows a quite uniform temperature distribu-
tion on the top floor.

Table 3 shows mass flow rate, heat removed, viscous losses
(from Eq. (5)) and diameter of each branching subnetworks. Sub-
network #14 had the maximum heat removal. The minimum mass
flow rate and minimum viscous losses were obtained for branch-
ing subnetworks #5 and #11, respectively.

Results represented in Table 4 indicate that the fourth floor (top
floor) removes 4.15 times more heat than the first floor.

6.1 Measures of Cooling Efficiency. The measure of cooling
efficiency of this convection cooling scheme can be expressed in
several ways and it strongly depends on using the minimum possi-
ble amount of pumping power which is provided by batteries in
the case of portable electronics. In certain publications [15,37],
pumping power is defined based on the total pressure loss only,
while not including the viscous losses from Eq. (7). Such idealized
coefficient of efficiency of a cooling scheme uses ratio of total
amount of heat removed by coolant divided with the idealized
pumping power [15,37]

gvisc ¼
_Qconv

_mDpt=q
(14)

Another very useful measure of the efficiency of the cooling
scheme is the percentage of the heat load that was removed by the
coolant

gconv ¼
_Qconv

_Qload

(15)

In applications where this cooling concept is used in portable sys-
tems, an appropriate measure of efficiency should include the sum
of the power expended on making the electric circuitry operate
and generate the heat load and the power needed to compensate
for power consumed by inviscid and viscous forces (Eq. (7)).
Thus, such ultimate measure of efficiency should be

gtotal ¼
_Qconv

_Qload þ _Wvisc

(16)

The optimal design may require more power for pumping the
coolant, but at the same time, it has a much higher heat removal

capacity. Table 5 shows various measures of efficiency, standard
deviation of temperature, and CV for the random nonoptimized
cooling network which was studied in Sec. 5.1 and for Pareto
optimized configuration No. 21.

By comparing the results, it is apparent that Pareto optimized
configuration No. 21 gives higher uniformity in temperature distri-
bution on the hot surface. These results also illustrate that Pareto
optimized configuration No. 21 has 34% higher pumping power
than the random design. However, the total amount of heat
removed over the heat load achieved by the Pareto design No. 21
is 13% higher than in the case of a random nonoptimized design.

7 Fully 3D Thermofluid Conjugate Analysis

In this section, a fully 3D conjugate thermofluid analysis was
performed to study the accuracy of CHETSOLP package which
performs only quasi-1D thermofluid analysis coupled with a fully
3D heat conduction analysis. Multiregion heat transfer solver
(chtMultiRegionSimpleFoam) of OpenFOAM was used for steady
state simulation. Reynolds-averaged Navier–Stokes equations
were applied with the k-e turbulence model.

The total numbers of grid cells in each branching subnetwork
and in substrate were 158,062 and 3,199,690, respectively.

Figure 8(a) shows the temperature distribution on the hot sur-
face of substrate in the case of Pareto #21 optimized design when
using fully 3D conjugate analysis. This temperature distribution is
in good agreement with CHETSOLP (quasi-3D) conjugate analy-
sis shown in Fig. 6(a). Hot spots predicted by the CHETSOLP
simulation are in the same locations and of the same magnitude as
those obtained by fully 3D simulation.

Table 6 demonstrates the maximum temperature and tempera-
ture nonuniformity on the hot surface obtained by both methods.
The maximum temperature obtained by CHETSOLP is 2K less
than maximum temperature obtained by fully 3D conjugate heat
transfer simulation (using 3D Navier–Stokes equations). The tem-
perature nonuniformity calculated by CHETSOLP is slightly
higher than the one obtained by fully 3D simulation.

Convergence history for temperature field inside substrate is
shown in Fig. 9. As this figure shows, CHETSOLP quasi-3D con-
jugate analysis was converged after 200 iterations and fully 3D
conjugate analysis after 400 iterations.

However, average CHETSOLP run required around 900 s, while
fully 3D conjugate analysis required 10,800 s for the same level of
convergence. Simulations were performed on a machine with 16 GB
RAM and Intel

VR
Core

TM

i7-3770 CPU@ 3.40GHz� 8 processor.

8 Conclusions

Single-phase 3D microchannels with four-floor configurations
have been investigated using the CHETSOLP package which
applies quasi-1D fluid flow and convective heat transfer solver
(COOLNET) and 3D heat conduction solver (OpenFOAM). Each

Fig. 6 Temperature distribution for Pareto optimized cooling network No. 21 when using
quasi-3D conjugate analysis: (a) hot surface and (b) 3D substrate
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floor had four branching subnetworks. The analysis results for
random unoptimized microchannels have been discussed.

Multi-objective optimization was performed using mode-
FRONTIER software. Branching pattern and diameter of each
branching subnetwork, and flow direction of each floor were
design variables for optimization. Total number of design

variables for 16 subnetworks was 67 integers. Maximizing amount
of heat removed, minimizing temperature nonuniformity on hot
surface, and minimizing viscous losses were three objectives of
this optimization problem. GRBF response surface and genetic
algorithm (NSGA-II) have been chosen to perform optimization.
Among different response surface methods, GRBF gives better

Fig. 7 Temperature distribution on (a) four-floor microchannels, (b) first floor, (c) second floor, (d) third floor, and (e) fourth
floor of the Pareto optimized cooling network No. 21
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results for a large number of design variables. Results of 1341
unique random cases obtained from CHETSOLP were used to
create a GRBF.

Twenty-five of virtual Pareto-optimal designs obtained from
modeFRONTIER were then analyzed using CHETSOLP. The
simulation results of these 25 designs (real Pareto) have shown
good agreement with virtual Pareto-optimal designs and have

represented good dominant designs in comparison to initial popu-
lation. Results of one of the real Pareto-optimal configurations
(No. 21) have shown a significant improvement in temperature
uniformity. The percentage of the removed heat by microchannels
over the heat load (gconv) for this design is 80.72%, which is about
13% higher than in the case of the random nonoptimized design.

A fully 3D conjugate analysis was then performed for Pareto-
optimal solution No. 21 to investigate the accuracy of the CHET-
SOLP package. The CHETSOLP results were in good agreement
with fully 3D simulation results, while offering one order of mag-
nitude reduction in computing time. This paper shows that
approximately 80% of the imposed heat flux will be removed by
convection if four floors of optimized branching microchannels
are used. If more floors are used, it is to be expected that higher
percentage of the imposed heat flux can be removed by convec-
tion at the expense of the increased viscous losses. The remaining
amount of heat will have to be removed by cooling the bottom
surface (say, with a fan). An alternative boundary condition on the
bottom surface could have been (especially in the case when total
thickness of the microheat exchanger is limited so adding more

Table 3 Analysis results for all branching subnetworks for
Pareto optimized case No. 21

Branching
subnetwork No.

Mass flow
rate (g/s)

Heat removed
(W)

Viscous losses
Eq. (5) (W)

Microchannel
diameter (lm)

1 2.046 26.292 0.331 300
2 2.632 24.076 0.425 350
3 3.12 31.281 0.504 350
4 2.632 24.717 0.425 350
5 2.03 20.590 0.328 300
6 3.12 33.002 0.504 350
7 3.12 41.599 0.504 350
8 2.632 31.497 0.425 350
9 3.12 74.189 0.504 350
10 3.336 65.151 0.539 350
11 1.252 38.043 0.202 250
12 2.632 55.609 0.425 350
13 2.632 109.575 0.425 350
14 3.12 122.913 0.504 350
15 2.632 104.246 0.425 350
16 2.632 105.231 0.425 350

Table 4 Analysis results for all four floors for Pareto optimized
configuration No. 21

Floor Mass flow
rate (g/s)

Heat removed
(W)

Viscous losses
Eq. (5) (W)

1 10.43 106.370 1.690
2 10.90 126.690 1.760
3 10.34 232.990 1.670
4 11.02 441.960 1.780
Total 42.69 908.01 6.90

Table 5 Cooling efficiency measures, standard deviation of
hot surface temperature, and CV for the random design and
Pareto optimized configuration No. 21

Case gvisc gconv (%) gtotal (%) r (K) CV

Random Case 168.498 67.984 68.782 5.910 1.71� 10ÿ2

Pareto #21 131.596 80.712 81.932 1.640 4.91� 10ÿ3

Fig. 8 Temperature distribution for Pareto optimized design No. 21 when using fully 3D conju-
gate analysis: (a) hot surface and (b) 3D substrate

Table 6 Comparison of CHETSOLP (quasi-3D conjugate) and
fully 3D conjugate heat transfer analysis results for Pareto-
optimal design No. 21

Conjugate analysis T (K) r (K) CV

Quasi-3D 339 1.640 4.91� 10ÿ3

Fully 3D 341 1.086 3.21� 10ÿ3

Fig. 9 Convergence histories for temperature field inside the
substrate obtained using two conjugate analysis codes

Journal of Heat Transfer OCTOBER 2014, Vol. 136 / 101801-9

Downloaded From: http://heattransfer.asmedigitalcollection.asme.org/ on 07/30/2014 Terms of Use: http://asme.org/terms



floors is not an option) to impose a realistic convection heat trans-
fer coefficient and ambient fluid temperature there. In this case,
minimization of temperature of the bottom surface should be
performed as an additional objective function.
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Nomenclature

A ¼ cross-sectional area of a microchannel
CV ¼ hot surface temperature nonuniformity
Cv ¼ specific heat per unit mass at constant volume
Dh ¼ hydraulic diameter
f ¼ Darcy friction factor for pipe flow
g ¼ gravity acceleration
h ¼ convection heat transfer coefficient
k ¼ thermal conductivity of the fluid
K ¼ coefficient of minor viscous losses
L ¼ length of the cooling channel
_m ¼ mass flow rate

Nu ¼ Nusselt number
p ¼ static pressure
Pr ¼ Prandtl number
_Q ¼ total heat transferred into fluid

Re ¼ Reynolds number
S ¼ surface area of the microchannel
T ¼ absolute temperature

Tave ¼ average temperature

V ¼ velocity vector magnitude
_Wpump ¼ pump power transmitted to the coolant
_Wvisc ¼ power consumed by viscous losses

z ¼ elevation of a point
Dpt ¼ total pressure loss

Greek Symbols

e ¼ channel inner wall surface roughness
gconv ¼ ratio of heat removed by coolant over thermal load
gtot ¼ ratio of heat removed by coolant over sum of thermal

load and viscous losses
gvisc ¼ ratio of heat removed by coolant over power consumed

by viscous losses
q ¼ density
r ¼ standard deviation of hot surface temperature

Subscripts

in ¼ microchannel inlet
out ¼ microchannel exit/outlet
w ¼ microchannel wall
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