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The theoretical methodology, conceptual demonstration, and validation of a fully automated computer program
for the inverse design and optimization of internal convectively cooled three-dimensional axial gas turbine blades
is presented. A parametric computer model of the three-dimensional internal cooling network was developed,
including the automatic generation of computational grids. A boundary element computer program was written
to solve the steady-state, nonlinear heat conduction equation inside the internally cooled and thermal barrier
coated turbine blade. A finite element algorithm was written to model an arbitrary network of internal coolant
passages for the calculation of the internal pressure losses, flow rates, effects of centrifugal pumping, heating
of the coolant fluid, and heat transfer coefficients from the thermal model of the solid to the coolant fluid. The
heat conduction and internal fiow analyses were strongly and iteratively coupled to account for the heat balance
between the blade and the coolant fluid. A system of evolutionary optimization algorithms was used to modify the
internal cooling configuration and internal heat transfer enhancements (boundary-layer trip strips and pedestals)
to achieve the objectives of increased cooling effectiveness and greater durability against oxidation, corrosion, and
creep. The computer-automated design and optimization system was demonstrated on the second high-pressure
turbine blade row of the Pratt and Whitney F100 engine. The internal cooling optimization on the product definition
of this blade yielded a 5% increase in average cooling effectiveness, with only a marginal increase in coolant flow

rate, in addition to having the same corrosion life and a doubling of the creep life.

Nomenclature AP,q = pressure drop through a bank of pedestals
pe p P g P
A = cross-sectional area of a coolant passage APy = pressure loss mna U bend )
Cp = coolant flow discharge coefficient P = static pressure in coolant fluid system
Cy = skin-friction coefficient P, = total pressure in coolant fluid system
D, = hydraulic diameter of a coolant passage P = internal turbulator (boundary-layer trip strip) pitch
E = Young’s modulus of elasticity Q. = heat flux through internal coolant passage surface
es = internal blade strut or rib fillet radius Q¢ = heat flux from hot gas on external blade surface
et = roughness Reynolds number Re = Reynolds number o
F(V) = optimization objective function Ry = coolant pressure loss coefficient in a U bend
f = friction factor S = surface area
G. = coolant mass flow rate St = Stanton number '
G(V) = optimization constraint function s = blade cross section (local airfoil) contour coordinate
H = coolant passage height from pressure to suction side T = temperature
he = heat transfer coefficient on internal (coolant passage) T.w = adiabatic wall temperature
surfaces Tsm = coolant film temperature
hg = heat transfer coefficient on external (hot gas) surface T = temperature of hot gas
h, = rothalpy Tmax = maximum temperature
k = thermal conductivity of the blade material Ti. = bulk total temperature of coolant
M = local flow Mach number Tiinee = turbine inlet total temperature
Nrg = number of fluid elements I = Fhickness of blgde wall
New = number of fluid nodes Is = internal strut thickness
Nu = local Nusselt number to = thickness of thermal barrier coating
Pr = Prandtl number 14 = set of optimization design variables
v = flow velocity of coolant fluid
Received 8 August 2001; revision received 15 March 2002; accepted for w = coolant passage width from leading to trailing .sides
publication 22 March 2002. Copyright © 2002 by Thomas J. Martin and Xs = coordinate of internal strut centerline intersection
George S. Dulikravich. Published by the American Institute of Aeronautics with turbine surface shape
and Astronautics, Inc., with permission. Copies of this paper may be made for o = turbulator rib (boundary layer trip strip) skew angle
gersom;ll o(r: interpatll u(s;, on concti:tion th:ilt the 2<:202pi}§r pay thczl S]SDIQ.OO pDer—copy r = boundary of computational domain
ee to the Copyright Clearance Center, Inc., OSEWOO TIveE, Danvers, = 1 f ific h f ideal
- > ! y ratio of specific heats of an ideal gas
i\l/llﬁ é)clg%}, include the code 0748-4658/02 $10.00 in correspondence with e = coolant passage wall roughness, trip strip
*Systems Engineer, Turbine Discipline Engineering and Optimization . Or'turbulator height .
Group, 400 Main Street, Mail Stop 165-16. Member AIAA. &c = primary creep rate (strain rate)
*Professor and Director of Multidisciplinary Analysis, Inverse Design, nyr = ?OOIaHt film CffeCFlVC{leSS o
and Optimization Laboratory, Department of Mechanical and Aerospace &v = in-plane angle of impingement rib inside the blade
Engineering, UTA Box 19018; gsd@mae.uta.edu. Associate Fellow AIAA. Os = die pull angle, rib or strut angle clockwise off y axis
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K = turbulent kinetic energy

n = fluid viscosity coefficient

o = density

o, = centrifugal stress

¢ = cooling effectiveness or convection

efficiency of the coolant
Q = rotor angular speed of rotation

I. Introduction

W ITH presently available materials such as nickel-based
alloys,' wurbine blades cannot withstand metal temperatures
in excess of approximately 1300 K. Internal heat transfer enhance-
ments, such as trip strips or boundary-layer turbulators, impinge-
ment cooling, banks of pedestals, and miniature heat exchangers
can provide significant enhancements of convection heat transfer.
For example, when needed in the initial turbine stages, cooling air
can be made to impinge on the leading- and trailing-edge internal
cooling passage surfaces to enhance convection. Impingement cool-
ing schemes demand large leading- and trailing-edge diameters and
thicker blades that often cause substantially increased aerodynamic
losses. Other complex heat exchangers have two major drawbacks.
First, they induce early transition to turbulence and greatly increase
the coolant passage friction, while moderately increasing the con-
vective heat transfer. Second, the manufacture of such complex in-
ternal configurations requires special machining processes.

External (film) cooling techniques allow even greater inlet gas
temperatures, up to 1800 K. Film cooling can produce a protective
layer of cool air on the surface of the blade, and it can be targeted on
specific areas of the blade that absorb the most heat, for example,
shower head cooling at the leading edges. This has several draw-
backs. High-pressure cooling air must be bled from high-pressure
compressor stages, which results in external pressure losses due to a
reduction in the boundary-layer momentum. The efforts to push the
inlet turbine gas temperatures even higher are also constrained by
environmental regulatory factors. The main problem is the produc-
tion of NO, that starts occurring at high gas temperatures, especially
when mixing it with coolant ejected through the blade surface film
holes.

This paper presents a portion of a dissertation on the topic of
muitidisciplinary design and optimization (MDO) of cooled turbine
blades.” It has been demonstrated®3 that a computer-automated sys-
tem can generate realistic internally cooled turbine blade designs
that improve the efficiency and output of gas-turbine components
and/or make the individual cooled blades and vanes more durable
so that engine operational, repair, and warranty costs are reduced.
The MDO program was developed to demonstrate such a system
within the framework of design methodologies and computational
tools that are currently used in the turbomachinery industry.

IL.  Parametric Model of the Internal Cooling Network

A parametric model for three-dimensional internally cooled and
thermal barrier coated turbine blades and vanes was developed for
computer-automated design and optimization. A FORTRAN pro-
gram (BetaCore) was written with the intent of providing rapid and
robust geometry generation of realistic turbine blades and vanes and
to pass information between the parametric model and the numeri-
cal analysis programs automatically, without user intervention. The
program was developed so that it could be executed in a parallel
batch-processing environment by a numerical optimization algo-
rithm. The parametric model was initially constructed to represent
two-dimensional cooled turbine airfoils.4> It has since been ex-
tended to three-dimensional turbine blades and vanes, including
many of the complex features used by turbomachinery engine com-
panies such as turns, impingement holes, pedestals, etc.

With the execution of this geometry generation program, a set
of optimization design variables (the parametric model) was used
to represent a virtual (electronic) prototype of the turbine blade or
vane. The optimization design variable set controlled the internal
coolant passage configuration, thickness variation of the coolant
passage wall, positions and thicknesses of the internal ribs, die pull

angles of the ribs, internal turbulator heights, turbulator pitches,
turbulator skew angles, internal impingement hole diameters, im-
pingement hole pitches, trailing-edge slot feature lengths, internal
pedestal diameter, pedestal spacings, coolant supply pressures, and
turbine inlet temperature. The program produced a boundary ele-
ment (BEM) surface mesh that was imported directly into a heat
conduction analysis code in the blade material. The mesh was pre-
pared by BetaCore so that the boundary conditions could be auto-
matically mapped between the interfacial surfaces. This informa-
tion was transferred between the various design, optimization, and
numerical analysis tools without user intervention. A constrained
hybrid optimization algorithm® controlled the overall operation of
the system and guided the multidisciplinary internal turbine cooling
design process toward the objectives of cooling effectiveness and
turbine blade durability. Design variable sets that generated an in-
feasible or impossible geometry were restored to a feasible shape
automatically, using a constraint subminimization.

III. Hybrid Evolutionary Optimization Program

A constrained evolutionary hybrid optimization$ computer pro-
gram was developed in the FORTRAN programming language and
incorporated into the computer-automated design and optimization
system for internal turbine blade cooling. This algorithm creates
sequential populations of feasible design variable sets V that evolve
with each new optimization cycle by minimizing the objective func-
tion F(V) associated with a finite number N, of design popu-
lation members. Only feasible sets of design variables from the
current optimization cycle are saved into the population matrix,
PV, Vo, ..., Vy pop}. These design variables are subject to a fi-
nite number of constraints, including lower and upper bounds on
the design variables, Vmin and Vi, , respectively, and a finite num-
ber of inequality and equality constraint functions, G,(V)<0and
H,(V)=0.

This new hybrid optimization program incorporated four of
the most popular optimization algorithms: the Davidon—Fletcher—
Powell gradient search, a genetic algorithm, the modified Nelder—
Mead simplex method, and simulated annealing. Each technique
provides a unique approach to optimization with varying degrees
of convergence, reliability, and robustness at different cycles during
the iterative optimization procedure. A set of rules and switching
criterion were coded into the program to switch back and forth be-
tween the different algorithms as the iterative minimization process
proceeded.

IV. Inverse Design of Turbine Blades for Structural
Integrity and Creep Life

Given a fixed external blade shape, inverse shape design was used
to meet the creep life of the blade and the centrifugal stress limit. In
cooled turbine blade desi gn, the forward design process begins with
the generation of an internal cooling scheme, and then the stresses or
temperatures are calculated later using some analysis tool. Inverse
design works in the opposite direction. That is, with knowledge of
the temperature or stress, it is possible to determine an unknown
geometry that is compatible with this stress and temperature data.
Inverse design is possible only if some additional information, albeit
approximate and a priori, is available in addition to what would be
boundary conditions of a well-posed (forward) problem. In the in-
ternally cooled turbine blade case, the designer must know what
stresses are to be allowed in the blade. It is well understood that the
stress at the blade root may not exceed the yield stress o,.. However,
blades are also designed to have a certain life span that is severely
limited by temperature-dependent creep. Therefore, the designer
also needs to know something about the radial variation of the blade
temperature so that the internal cooling scheme can be designed to
maintain a certain average creep life requirement. That is, the aver-
age creep life of the blade is specified first. Then, after computing
the radial variation of the centrifugal stress limit from this require-
ment, the thickness of the coolant passage wall is determined not to
exceed the centrifugal stress limit.

Given the nonuniform combustor exit flow profile and the highly
three-dimensional nature of the aerodynamics, the hottest gases in
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the turbine tend to migrate to the midspan radius, whereas the cen-
trifugal stresses in the blade are the highest at the root of the blade
and decrease radially. The combined three-dimensional tempera-
ture and stress environment provides that the worst creep is expe-
rienced at some critical span location between the root and the tip.
Thus, a radial gas temperature profile T () from a computational
fluid dynamics (CFD) calculation was used to approximate a ra-
dial variation of the blade’s metal temperature 7,, (). This required
some approximate knowledge of the average heat transfer coeffi-
cients precalculated or assumed on the blade’s external surface, A¢,
and on the internal coolant passage surfaces, Ac. A nominal blade
wall thickness ,,, a nominal thermal barrier coating thickness f,
and a bulk coolant temperature T were also needed. The following
analytic solution for one-dimensional heat transfer can be used to
calculate spanwise variation of wall temperature:

heTe (1 + hetm/km) + heTe (1 + heto/ko)
he (1 + hetm/km) + he (1 + hoto/ko)

where k,, and kg are the coefficients of thermal conductivity of the
metal and coating, respectively. It is understood that this is a severe
approximation that does not model the multidimensionality of the
problem because the real geometry and temperatures are not known
before this equation is used. The internal heat transfer coefficients A¢
and bulk coolant temperatures T did not have radial or passage-to-
passage variations either, and so only average values were used. The
temperature dependence of thermal conductivity was also ignored.
The thermal mixing within the turbine blade cascade, as well as
the migration of hot gases, is a highly three-dimensional fiuid flow
phenomenon, and, thus, it was not reflected by Eq. (1) either.

With this approximate blade surface temperature variation T, (r)
and a given average creep life of the blade £, the radial variation
of the allowable centrifugal stress in the blade metal was estimated
using the Larson—Miller relation where the mean creep life was
quantified by a function of stress, temperature and time.” The fol-
lowing equation was experimentally derived to relate creep rate to
temperature and stress®:

log(éc) = Co + C1/T + C log[sinh(Cso/E)] @

M

Tw(r) =

In this equation, o is the stress and C, C, C3, and C are constants.
This equation was solved for o [now called 6, max, given T,, () for T']
from the critical span (radial location of the blade that has the highest
metal temperature) out to the blade tip. For the rest of the blade, the
maximum allowable stress o, m.x Was linearly increased from the
stress at the critical span to the tensile yield stress oy at the root.
An iterative root-finding inverse design procedure was used to
determine the radial variation of the coolant passage wall and inter-
nal rib thicknesses. In this iterative procedure, the two-dimensional
turbine blade sections were generated from the tip to the root,
whereas the nominal wall thicknesses were increased when the cal-
culated centrifugal stress exceeded the specified allowable stress
from Eq. (2). The resulting parametric blade representation was
implicitly able to maintain the centrifugal loads, as well as meet
the creep life constraint (assuming some margin of errors caused by
three dimensionality, hot gas migration, thermal mixing, uncertainty
in geometry and operating conditions, etc). In the design of this tur-
bine blade, a +5-10% margin of error in coolant flow rate was
accounted for with a 5% margin of error in metal temperature T,,,.

V. Cooling Effectiveness
When it is assumed that the external (hot gas) aerothermodynam-
ics is fixed, and there is no film cooling, the optimization objective
function takes the form of a thermal-only optimization function. For
internal convective cooling schemes, an optimization objective can
be mathematically formulated as the maximization of the cooling
effectiveness or convective efficiency:
F(V)=¢ = f To -1 4 (3a)
I'e TG - Tr,c
In this equation, T; . is the coolant total temperature at the inlet to the
coolant passages, T is the metal temperature, and "z indicates the

external surface of the turbine blade. Maximization of this objective
function drives the temperature of the turbine blade or vane toward
the coolant temperature, thus improving its durability. However, this
function has no penalizing effect to compensate for the increased
coolant flow rates possibly worsening the engine cycle efficiency
and for increased supply pressure causing greater leakage losses.
On the other hand, if the coolant supply temperature T, . is a degree
of freedom, the process of minimizing the cooling effectiveness
may drive the coolant temperature higher because enhancements
to the internal heat transfer coefficients are correlated with higher
pressure losses. Therefore, the bleed air must be taken from higher
compressor stages where the air temperatures are higher because
of compression and because these stages are in closer proximity to
the burner. The use of the convective efficiency objective function
has an element of risk and so should be penalized by the supply
coolant pressure and/or coolant flow rate. For example, one such
penalized objective function that could be minimized for a coolant
effectiveness optimization is

FV)=G./¢P. (3b)

In this equation, G, is the internal coolant flow rate, ¢ is the con-
vective efficiency, and P, . is the total pressure at the inlet to the
coolant passages.

V1. Thermal Integrity and Durability
Against Corrosion
The material integrity and blade durability against oxidation and
corrosion were maintained with a constraint function by ensuring
that the maximum temperature in the blade material did not exceed
its thermal or corrosion life limit Tyax. Thus, the optimization con-
straint function for thermal integrity was formulated as follows:

G(V) = T /Tax — 1 <=0 @)

Internally cooled turbine blade configurations were said to be fea-
sible whenever this condition was satisfied, as were the other con-
straints such as aerodynamic loading, structural integrity, and the
coolant air bleed pressure being high enough to drive the internal
coolant flow.

VII. External Aerothermodynamics

A viscous three-dimensional CFD turbomachinery analysis code
(SWIFT/RVC3D) has been used and validated for pressure field
prediction® ! and for a transonic turbine airfoil cascade tested by
Giel et al.!' The external hot gas heat transfer coefficient hg was
determined from the CFD-computed heat flux given an arbitrary
reference hot gas temperature T;. The value of T was either the
inlet total temperature T} i, Which was either spanwise averaged
or spanwise varying, or it was set to the adiabatic wall temperature
T.w, from a second CFD calculation. Heat transfer coefficients on
the blade external surface were computed from the converged hot
surface temperatures and fluxes and the corresponding turbine inlet
total temperature T} ipei:

he = Q6/(T — Tpinier) &)

When external film cooling was used, the adiabatic wall temper-
ature was converted to a film temperature Tg,, via the adiabatic film
effectiveness!:

Taw - Tﬁlm

nf - Taw - Tr.c

where T, . is the stagnation temperature of the film cooling air. The ]
film cooling effectiveness 7, is derived from an empirical corre-
lation to experimental data. Its local variation is a function of the
film cooling air injection flow rate, total pressure, incidence angles, 3
and the contour-following surface distance downstream of the film

holes.
To obtain the variation of external convective heat transfer coeffi

cient hg the CFD analysis was executed with a constant wall temper

ature boundary condition. This CFD analysis required a turbulence 4
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model with an accurate prediction of the location of boundary-layer
transition to turbulence. A two-equation x—w model was used with a
fine enough grid within the boundary layer to resolve the heat trans-
fer (using y* < 2) accurately. For accurate heat transfer calculations,
the CFD code was converged to a greater level of accuracy than one
would normally need for reasonable pressure field accuracy.

VIII. Boundary Integral Equation
for Heat Conduction

The nonlinear heat conduction equation was solved computation-
ally with the BEM.'? The BEM has been chosen for two reasons.
First, the boundary-only nature of the BEM did not require grid gen-
eration within the cooled and thermal barrier coated turbine material.
Second, the BEM system was easily differentiated with respect to
the optimization design variables, thus allowing cheaper and more
accurate calculations of the design sensitivity coefficients. Implicit
differentiation for the design sensitivities ultimately resulted in a
3-time speed up in convergence to the minimum for two-dimensional
thermal optimization problems and more than 10-time speed up for
three-dimensional thermal optimization problems.?

The following partial differential equation governs the steady
conduction of heat within an inhomogeneous solid blade made up
of one or more materials having different temperature-dependent
material properties.

V- k,VT)=0 @)

Multiple material subdomains were necessary for modeling turbine
blades with thermal barrier coatings.

IX. Internal Coolant Network Analysis

The internally cooled turbine blade problem involves a complex
internal coolant flow network with many branches. Methods for cal-
culating flow rate and pressure losses in such a system are similar to
methods for analyzing electrical networks, but it is highly nonlinear,
and a large number of parameters have a significant effect on the
energy conservation and flow losses. Much of the heat transfer is
due to high heat transfer coefficients resulting from fully developed
turbulence brought on or enhanced by turbulators, impingements,
turns, and pedestals. Frictional shear forces cause most of the in-
ternal pressure losses, and these can be correlated to the passage
length, wall roughness, and velocity with a nonlinear friction coef-
ficient. Compressibility is another source of loss that does not have
such a correlation, but is considered in the conservation laws. Also,
inlet losses can have a significant influence on the total losses, es-
pecially for rotating passages. Asymmetry of the inflow resulting
from a change in the flow direction into the passages produces an
adverse pressure gradient that can result in local flow separation.'3
As the cooling fluid exits from the passages into the surrounding
transonic gas flow, exit losses result from the disruption of the ex-
ternal boundary layer. Discharge coefficients are needed to deter-
mine the actual cooling flow rates and momentum flux through exits
and film cooling holes. With the addition of complex heat exchang-
ers, banks of pedestals, rows of skewed internal ribs or trip strips,
180-deg bends, internal impingements, and other heat transfer en-
hancements, the quasi-one-dimensional prediction of internal com-
pressible flow losses and coolant fluid heating must be correlated
with a great deal of empirical data over a broad range of operating
conditions, configurations, and characteristics.

A quasi-one-dimensional compressible thermofluid flow network
program (COOLNET) was written in FORTRAN to predict coolant
flow rate G, total coolant pressures p,, bulk coolant total temper-
atures T, ., and internal heat transfer coefficient distributions 4,
inside internally cooled turbine blades and vanes. It was written
as a generalized finite element method (FEM) program for thermo-
fluid elements and adapted into the computer-automated design sys-
tem for optimization. The coolant passages were allowed to be
an arbitrary network of one-dimensional fluid elements or tubes.
The lengths, cross-sectional areas, perimeters, wall roughness, heat
transfer enhancements, etc., were specified uniquely for each fluid
element. This locally one-dimensional geometric information was

mapped automatically from the three-dimensional parametric model
to the input deck of the COOLNET algorithm.

The FEM solved the thermofiuid network problem for a specified
inlet relative total pressures, inlet relative total temperatures, and
exit static pressures. The equations were solved by a Picard iteration
strategy due to the nonlinearity of the pressure loss functions. The
stability and convergence of the solution technique depended on the
accuracy of the initial guess for the local mass flow rates. Under-
relaxation was used when updating the flow rates G, in each fluid
element. The initial guess to the internal coolant flow rates was set
up using local area-weighted flow splitting at each nodal junction
connecting three or more coolant fluid elements.

A. Internal Total Pressure and Flow Balance

The relative total pressure drop A P, across each element that ro-
tates with angular speed €2 is governed by the momentum conserva-
tion equation. Pressure changes due to friction A P, acceleration of
the flow by heating A P,, and centrifugal pumping A P, are summed
up as the total pressure change'* !> between nodes 1 and 2:

APy — AP =SAP; + A(AP, + AP 8)

Here, A is the cross-sectional area and § = P x L is the surface
area (perimeter times length) of the element. The pressure loss due
to friction APy is proportional to the dynamic pressure. The pres-
sure change due to centrifugal pumping A P. was derived from the
momentum equation in cylindrical coordinates. The flow acceler-
ates when heat is added to the fluid, so that the pressure change due
to heating is included with the addition of the term A P.. Hence, the
three kinds of total pressure change are given, as follows:

AP; = —Cpipv? )
AP, = (v /)M (T — Tr1)/ T) P, (10)
AP. = pRQ* (R, — R)) (11

where p is the coolant density, v is the local coolant speed, M is the
local coolant Mach number, T}, is the relative total temperature of
the coolant, R is the radius from the engine centerline, and P, is the
relative total pressure of the coolant.

When the element was an exit path, the total pressure was related
to the static (dump) pressure. To model these elements, the friction
coefficient was set to unity, Cy = 1.0. A discharge coefficient Cp
was also needed to determine the actual film cooling flow rates. Cp
was defined as the ratio of the actual mass flow rate G to the ideal
mass flow rate. The ideal mass flow rate was calculated by assuming
an isentropic one-dimensional expansion from the total pressure P,
to the static pressure P;:

(y +1/2y vy —D/y
Ps 2)’ PI
Cr=G [P[= Al —|< -1
P ’(P,) (y — DRT, (Ps)

(12)

Equation (10) was used to calculate the mass flow rates during the
iterative solution procedure. Discharge coefficients were dependent
on local coolant passage geometry, as well as internal and external
flow conditions.! 16

The mass flow through the element, G = p Av, is an unknown in
this system. Continuity gives equilibrium conditions at the nodes
of the fluid network. G,, is positive entering the node and negative
leaving the node. The summation is over each mth element attached

to the node:
Y Gn=0 (13)

The Ng: elemental pressure balance equations were cast into a local
FEM matrix form:
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24, 2 " 24
2420 eat=-2Yar, arg as
Crv Cypu G Cyv

12

where G2 =—G7;. The Ngg local FEM pressure balance equa-
tions were combined with the Ny nodal equilibrium equations to
form a global FEM system. Pressure boundary conditions were ap-
plied at the inlet and exit (source and sink) nodes of the network. It
was standard practice to apply total pressures P, ; at all inlet nodes
and static pressures P; ; at all exit nodes, where [ =1, ..., Nj, and
j=1,..., N&. The fluid network was allowed to have an arbitrary
number of inlet nodes N, and exit nodes N.,. The equilibrium equa-
tions were written only at the internal nodes because they are not
applicable at inlet and exit nodes. If the network had Ny, inlets and
N exits, the global finite element system would have an equal
number, (Npg + Npy — Nin — Nex), of equations and unknowns that
were solved for the unknown total pressures at each internal node
and local coolant flow rates in all elements.

B. Internal Enthalpy Conservation

The one-dimensional enthalpy conservation equation was solved
to calculate the bulk coolant total temperatures T, . of the convecting
and rotating coolant fluid. Convective heat transfer through the walls
of the coolant flow passage Q. accounted for heat addition. The
energy equation for the cooling air was expressed in local finite
element matrix form in terms of total rothalpy H,:

G —G][H. ~Q.8
= (15)
-G G || H2 Q.S
where § is the surface area exposed to the coolant fluid. The total
rothalpy! at each node is defined by

H, = C,Tc + 517 — 5rQ? (16)

where C,, is the specific heat, T¢ is the bulk coolant static temper-
ature, r is the radius from the engine centerline, and  is the rotor
speed. The heat flux O, was obtained by a three-dimensional BEM
analysis of the heat conduction in the turbine blade. The system of
equations (13) was generated for each fluid element and assembled
into a global system using the FEM. The solution of this system re-
quired that the bulk total temperature of the coolant 7, . be specified
at all inlet paths.

The global pressure and rothalpy systems resulted in coeffi-
cient matrices that needed to be inverted at every iteration of the
COOLNET algorithm. The pressure system was slightly ill condi-
tioned when large complex internal networks were solved, and so
singular value decomposition!” was used to invert that matrix. The
result of these matrix inversions were values of the total pressure at
every internal node, the mass flow rate through every element, and
the rothalpy at every internal and exit node.

C. Forced Convection Correlations for Friction Factors

In an effort to enhance heat transfer, modern cooling designs uti-
lize turbulators such as trip strips or transverse ribs to increase the
internal heat transfer coefficients. They induce early transition to
turbulence and greatly increase the channel friction and pressure
losses, while moderately increasing the convective heat transfer.'®
A large number of heat transfer and pressure loss correlations ap-
pear in the open literature and in textbooks. Several of those that
pertain to internal cooling of turbine blades have been adapted into
this research and used to predict pressure losses and heat transfer
coefficients by COOLNET.

To generate heat transfer coefficients, the Reynolds analogy was
adequate only for uniform fully rough walls, but more rigorous
correlations were needed to predict the friction and heat transfer
characteristics of passages with trip strips or turbulators. Webb'® cat-
egorized many possible roughness geometries that are used in com-
mercial applications into three basic roughness families: uniform,
repeated ribs, and grooves. The key dimensionless variables are

the roughness ratio (¢/Dy), roughness spacing (p/¢), the rib width
(¢4/€), and the shape of the roughness element. The “friction simi-
larity law” was developed by Schlichting? for closely packed sand
grain (uniform) roughness. The velocity profile, based on the law
of the wall depends on the roughness Reynolds number e* and is
obtained by integrating the velocity profile over the flow area:

V8/f = —2.5(2¢/Dy) — 3.75 + B(e™)
e" = (¢/Di)Rep+/ f/8 (17)

Correlations have shown that the friction factor approaches the
smooth tube value in the laminar regime. In the turbulent regime,
the smaller €/D,, values drift above the smooth tube line at higher
Reynolds numbers and attain an asymptotic constant value that is
termed the fully rough condition. Dipprey and Sabersky?! developed
a rational correlation based on the heat momentum transfer analogy
for rough surfaces, and it is applicable to any geometrically similar
roughness. The correlating function is obtained by integrating the
momentum and energy equations over the boundary-layer thickness.

The Stanton number is now a function of the friction factor, the
Prandt]l number Pr, and the functions G (e*) and B(e*):

Cs/2

St =
1+ /Cs/2[G(et)Pr? — B(et)]

(18)

The Stanton number, St = k¢ /pC v, and the friction factor, 4Cy =
f =87,/pw?, were based on the properties of the bulk cooling
fluid. The exponent ¢ is 0.44 for sand grain and 0.57 for transverse
ribs. The G (e™) and B(e™) are different for the different roughness
families. Webb!® applied the model to geometrically similar trans-
verse rib roughness where p/e = 10, 20, and 40. The heat transfer
similarity law correlates with the experimental data through a range
of roughness ratios between 0.01 and 0.045. Correlations for the
combined effects of rib angle of attack and coolant passage aspect
ratio on the distributions of local heat transfer coefficient were pro-
vided by Han and Park,?? which involved developing flow in short
rectangular channels with a pair of opposite rib-roughened walls.
Most internal cooling schemes have passages that cause the
coolant fluid to undergo sharp turns so that it can flow radially
outward toward the tip of the blade and radially inward toward the
root several times. This is known as multipass or serpentine cool-
ing scheme. The pressure losses in 180-deg bends, A Prgn, were

assumed to be proportional to the dynamic pressure?’:

APrn = 3pv?Rg, Ry =0.4/(36.37D,)°2 (19)
where the hydraulic diameter D}, is in meters. Typically, the pressure
loss factor R for bends of a serpentine inside internally cooled
turbine blades is about 2.5-3.5.

Trailing-edge coolant flow passages often involve multiple rows
of heat exchanging pedestals. The pressure drop, A Ppq, for flow
of gases through a bank of pedestals having 10 or more rows was
expressed as follows®*:

APped = (2](./Gzn-.a,(lvbank/vz)(/"’w/N«cool)O'14 (20)

G max is the coolant mass flow rate at minimum flow area (kilograms
per meters squared per second) and Ny, is the number of trans-
verse rows. Jakob (see Ref. 24) gave the empirical friction factor for
staggered pedestal arrangements:

0.118

f= {0'25 T, = D)/ DT

]Re,;g-x'ﬁ 1)

The heat transfer characteristics in a rotating serpentine coolant
flow passage are very complex and three dimensional, being affected
by Coriolis forces and centrifugal forces combined with thermal
buoyancy. Hot zones have a distinct effect on the heat transfer rate
because higher temperatures produce greater buoyancy forces and
enhanced heat transfer. Secondary flows are induced by the Coriolis

B oy € PN ]S g
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force, making the heat transfer coefficients in the radially outward
passages diminish on the leading surfaces and increase on the trailing
surfaces, with an increase in rotational speed. The trend is reversed
in the radially inward passage. To account for the rotating serpentine
flow, the ratio of rotating to nonrotating heat transfer coefficients,
Nu,/Nu, was adjusted.?>

X. Coupled Heat Conduction and Internal
Thermofluid Dynamics

The external aerothermodynamics, the heat conduction in the
cooled airfoil, and the heat pickup by the internal coolant flow
network were strongly coupled together and iterated until a heat
balance was realized such that the temperature everywhere in the
model did not change by more than 0.5 K during the conjugate iter-
ative procedure. Internal heat transfer coefficients and bulk coolant
temperatures were determined with an internal coolant flow network
solver (COOLNET) and applied to the internal boundary elements.
The coolant heat transfer coefficients /¢ and bulk coolant tempera-
tures T; . were allowed to vary radially, around turns, from passage
to passage, and differently on the pressure, suction, and rib sides.
The external aerothermodynamics was solved for by the CFD algo-
rithm (SWIFT). The BEM analysis used the external surface heat
transfer coefficients hg, adiabatic wall or film temperatures T, oOr
Thm. internal heat transfer coefficients ¢, and bulk coolant tem-
peratures T, ., specified to the internal boundary elements exposed.
The BEM heat conduction analysis then predicted a temperature
field inside the blade material, T, heat fluxes on the coolant passage
walls, Q., and a temperature variation on the external blade surface,
T, that were different from the initial guess. For stability, the surface
area-averaged internal wall temperature T, ,v Was used instead of
the heat fluxes Q. applied to each fluid element:

Qc =h¢ (Tw,av - Tt,c) (22)

In the next iteration, the new external wall temperature variation
T was applied as a thermal boundary condition again to the CFD
code. Because of the coolant fluid heating, the COOLNET algorithm
was executed iteratively with the BEM heat conduction code with
new integrated heat fluxes Q. applied to each internal fluid element.
During each iteration, COOLNET predicted new internal heat trans-
fer coefficients 4¢ and new bulk coolant temperatures T, . that were
different from the preceding iteration. These new boundary con-
ditions h¢ and T, . were then applied to the BEM heat conduction
analysis. This solution procedure continued until the integrated heat
flux residuals converged to a reasonable tolerance. A flow chart of
the multidisciplinary design, conjugate analysis, and optimization
system for internal turbine airfoil cooling is given in Fig. 1.
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Fig. 1 Flow chart for the multidisciplinary design and optimization of
internally cooled turbine airfoils.

XI. Validation of the Internal Coolant
Network Flow Solver

The F100 family of military turbofan engines features a twin-
spool, axial-flow design with a bypass ratio of 0.63. The F100-
PW-100 engine powers the F-15 fighter with 105,000-N maximum
takeoff thrust and a total airflow of 100 kg/s. The F100 engine has
a three-stage fan driven by a two-stage low-pressure turbine. A
two-stage high-pressure turbine drives the 10-stage high-pressure
compressor. The overall fan and compressor ratio is 24.8. Several
examples and optimization test cases will be demonstrated on the
second blade of the high-pressure turbine because it does not have
film cooling. Figure 2 illustrates a representative cross section of the
F100 second turbine blade at the midspan. The parametric represen-
tation is shown with filled square symbols, and the actual geometry
is shown without symbols. Figure 3 shows the boundary element
mesh for the internal coolant passages where the external blade sur-
face boundary elements were removed.

The thermofluid network flow solver was verified against data
from a bench test of a stereolithography model. The second rotor
blade of the Pratt and Whitney F100 engine was used for this pur-
pose. This blade utilizes a three-pass serpentine design with two
feed passages and ejection of the internal cooling air at the tip. The
internal configuration is illustrated in Fig. 4, and the internal coolant
network of fluid elements used by COOLNET is shown in Fig. 5.

The first up-pass and the down-pass were enhanced with
boundary-layer trip strips (TRP, Fig. 5). The second up-pass had

]

Fig. 2 Comparison of actual and parametrically modeled sectional
shapes of a second rotor blade of Pratt and Whitney F100 high-pressure
turbine.

Fig. 3 BEM of the internal
coolant passages with the ex-
ternal airfoil surface elements
removed.
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Fig. 5 COOLNET internal flow network model for the F100 second
blade.

a bank of pedestals (PED, Fig. 5) that have been oriented in a cer-
tain pattern to avoid vibratory stresses. The pedestals were either
circular or of an oblong circular shape. The coolant air is ejected
at the tip of the blade and into the tip pocket. Several bleed holes
(BLD, Fig. 5) across the leading-edge rib reduce the pressure losses
around the first tip turn. Pressure taps were used to measure inter-
nal pressures, and a Pratt and Whitney proprietary flow model was
calibrated to these data. The high-pressure turbine of the F100 test
engine had a rotation rate of 13,467 rpm, corresponding to a takeoff
condition.

COOLNET solved for the relative total pressures and total tem-
peratures in about 40 iterations. At the starting point of the iterative

MARTIN AND DULIKRAVICH

solution process, the inlet flow rates were assumed to have a Mach
number of 0.1 in the feed paths (numbers 101 and 102) and area-
based flow splitting was used to establish the remaining elemental
flow rates. The results of the COOLNET computation are shown
against the data from a Pratt and Whitney internal flow design code
calibrated to the experimental pressure tap data in Figs. 6 and 7.
Figures 6 and 7 show only data in the coolant flow passages above
the platform. Thus, elements 11-14 are shown with boxes, elements
24-141 are shown with circles, and elements 31-36 are shown with
diamonds. Because the actual values of the data are company sen-
sitive, the axis labels have been removed.

Notice, though, that the trends and magnitudes are within accept-
able limits. The main problem with the COOLNET algorithm was
that it tended to predict a slightly higher flow rate (about 9-10%).
This resulted in higher-pressure losses and lesser coolant fluid heat-
ing in all passages. The cause of this discrepancy is probably due to
the discharge coefficients of the bleed holes in the Pratt and Whitney
model being Cp =0.9. In COOLNET, the BLD were modeled as
smooth channels and nothing special was done at the inlet paths
(numbers 101 and 102). Both COOLNET and the Pratt and Whitney
internal flow design code predicted that the exit flow path (SQU in
Fig. 5) that dumps the air into the tip pocket had reversed, and that

CoolNet, Cavity1
———— CooiNet, Cavity 2
s Co0INet, Cavity3
Pratt & Whitney, Cavity1
Pratt & Whitney, Cavity2
Pratt & Whitney, Cavity3

Total Pressure of internal Flow

fodolai

Radius From Engine Centerline

Fig. 6 Comparison of spanwise distribution of total pressures of inter-
nal coolant flow predicted by COOLNET vs Pratt and Whitney inter-
nal flow design code calibrated to experimental pressure tap data inside
F100 second blade.

Bulk Total Temperature of Internal Flow

Radius from Engine Centerline

Fig. 7 Comparison of spanwise distribution of total temperatures
of internal coolant flow predicted by COOLNET vs Pratt and Whitney
internal flow design code calibrated to experimental pressure tap data
inside F100 second blade.
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Fig. 8 Convergence rates for the maximum wall temperature, coolant
total temperature, and coolant flow rate vs conjugate iteration number.

path 7000 was actually feeding the system. This effect appears in
Fig. 7 in the upper right-hand comer.

XII. Validation of the Conjugate Heat Balance

Figure 8 illustrates the convergence rate for the maximum wall
temperature, coolant total temperature, and coolant flow rate. Fig-
ure 8 shows the change in temperature or flow rate vs conjugate
iteration number. Each conjugate iteration number is defined as one
external CFD analysis with SWIFT using applied airfoil wall tem-
perature variation, one thermal—fluid analysis of the internal coolant
network with variable heat flux applied, and one BEM heat conduc-
tion analysis with applied external and internal heat transfer coef-
ficients and internal bulk coolant temperatures. The convergence is
rapid and stable because the nonlinearity is weak. After six itera-
tions, the maximum change in wall temperature is approximately
0.25 K, the maximum change in cooling air temperature is approx-
imately 0.125 K, and the change in total cooling airflow is approx-
imately 0.002%.

XIII. Validation of the Aerothermofiuid Analysis

A coupled aerothermofluid analysis was attempted on the second
blade of the high-pressure turbine (HPT) of the Pratt and Whitney
F100 engine to compare the computed wall temperatures with exper-
imental pyrometry data taken during an engine test. The pyrometer
was only able to view the trailing half of the suction side. Ther-
mocouples were placed at the 10 and 50% spans of the external
leading-edge surface, and thermocouple data were also gathered on
the pressure sides at the 50% span. The uncertainty in the pyrometer
measurements was +2.5/—5 K, and the uncertainty in the thermo-
couple measurements was +6 K.

This aerothermofluid analysis coupled a three-dimensional
NASA CFD code (SWIFT) with the «—w turbulence model for the
rotor cascade, the nonlinear BEM for heat conduction analysis in
the blade material, and the internal flow solver COOLNET. Figure 9
shows acomparison between the external wall temperature predicted
by the iteratively coupled SWIFT, BEM, and COOLNET and the
experimental data at the midspan (50%) of the second turbine blade.
The contour following coordinate has its origin, s = 0.0, at the lead-
ing edge, and s is negative on the suction side. The aerothermofluid
prediction is shown as the thick solid curve in Fig. 9. All calculations
assumed a 10% freestream turbulence level, and rotational effects
were not incorporated into the heat transfer coefficients predictions
within COOLNET.

In Fig. 9a, two three-dimensional aerothermofluid calculations
are shown at the midspan; one with no iterative heat balance but in-
volving only a single CFD solution and a single COOLNET solution

Wall Temperature

i FEETE FWes FNNTE FREWE FEEWE fUTed fueTs i

s-distance

Fig. 9a Comparison of the conjugate predictions using the three-
dimensional BEM codes, two-dimensional decoupled Pratt and Whitney
design codes, and experimental pyrometer and thermocouple data from
the second HPT blade of the Pratt and Whitney F100 engine.

Wall Temperature
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s-distance
Fig. 9b Comparison of the three-dimension conjugate BEM predic-
tions with centrifugal effects and experimental pyrometer and thermo-

couple data for surface temperature on the second HPT blade of the
Pratt and Whitney F100 engine.

mapped to the BEM mesh (small square symbols) and one where
the iterative heat balance between the BEM and COOLNET solvers
was strongly coupled (solid line). These predictions are shown at the
midspan vs the experimental pyrometer (open symbols) and ther-
mocouple (filled circles) data. Notice that there was a significant
heat-up of the coolant air as recognized by the 50 K temperature
difference on the suction side between the heat-balanced and the
non-heat-balanced solutions. The heat-balanced solution was ob-
viously better. The disagreement between the prediction and the
thermocouple data on the pressure was caused by CFD modeling of
the boundary layer as fully turbulent rather than with a laminar-to-
turbulent transition in the CFD prediction. Rotational effects were
subsequently incorporated into the internal coolant flow model and
used by COOLNET. The fully conjugate procedure and enhanced
heat transfer introduced with rotational effects in the correlations
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produced the best agreement between the CFD/BEM/COOLNET
analysis and the pyrometer data, as shown by the solid line in Fig. 9b.

The three-dimensional aerothermal analysis of the blade was
compared to an earlier two-dimensional Pratt and Whitney design
code analysis of the same blade (see dashed line in Figs. 9a and 9b).
The two-dimensional solution was developed by generating exter-
nal heat transfer coefficient and adiabatic wall temperature varia-
tions with the two-dimensional STAN5% boundary-layer code at
the midspan. The external heat transfer coefficients and adiabatic
wall temperatures were applied to a two-dimensional finite dif-
ferenced heat conduction program used as a design code at Pratt
and Whitney’s Turbine Module Center. In the STANS solution, the
boundary layer was forced to transition from laminar to turbulent at
the 10% chord location on both the pressure and suction sides. Note
that this two-dimensional solution was produced after the pyrom-
etry and thermocouple data were reduced. Thus, the fully coupled
three-dimensional analysis has advantages of three dimensionality
of the heat conduction, predictive capability in the regions of the
airfol tip and platform, and fully automated coupling of the heat
conduction and boundary condition programs, but at the expense
of computational time.?” Each fully coupled three-dimensional pre-
diction of the temperature field using the aerothermofluid system
required about 25 min of CPU time on a Sun Ultra-60 workstation
(equivalent to less than 5 min on a 1.7-GHz Intel Xeo).

XIV. Cooling Effectiveness Optimization

The computer-automated design and optimization system was
demonstrated on the second high-pressure turbine blade of the Pratt
and Whitney F100 engine. The fully three-dimensional geometry of
the coolant passages and internal heat transfer enhancements were
optimized for maximum cooling effectiveness at a fixed coolant flow
rate by minimizing Eq. (3a). The external aerodynamics and coolant
supply pressure were held fixed during the optimization process,
whereas parameters such as rib turbulator height, turbulator pitch,
pedestal diameter, and internal rib positions were allowed to vary.

The optimization started from a design that was very similar to
the actual product definition of the Pratt and Whitney F100 second
turbine blade (see Figs. 2 and 3). The three-dimensional parametric
model was used to generate the BEM for the three-dimensional tur-
bine blade. The inverse shape design procedure was used to maintain
creep life and structural integrity. The rib thicknesses and coolant
wall thickness distribution were increased from the tip to the root to
maintain the centrifugal load and creep life. With the generation of
each new parametric design, the radial variations of wall rib thick-
ness were adjusted to reproduce the same radial centrifugal stress
variation in the blade.

The entire three-dimensional blade was redesigned with 24 op-
timization design variables at five spanwise sections (Table 1).
The two internal ribs of the actual design were initially vertical.
During the optimization, five two dimensional design sections con-
trolled the rib positions. The die pull angles of both ribs were also
part of the design variable set, but fixed radially to account for
castability. The internal coolant walls were enhanced with two sets
of ribbed turbulators (TRPs) for each leading and midbody coolant
passage. The strips of boundary-layer turbulators were placed on the
suction and pressure sides along the entire radial span of the two pas-
sages up until the first tip turn. The heights, streamwise pitches, and
skew angles of each pair of TRPs were controlled by the optimization
design variable set. The trailing-edge coolant passage was cooled

Table 1 Design variables of the F100 second high-pressure
turbine blade optimization for increased cooling effectiveness

Design variable Number in set Minimum Maximum
Die pull angle 65 1 perrib (2) —10 deg 65 deg
Rib position xp 5 per rib (10) Variable Variable
Turbulator height ¢ 2 per cavity (4) 0.04 x H 025 x H
Turbulator pitch p 2 per cavity (4) Sxe T0x ¢
Turbulator skew « 2 per cavity (4) 0 deg 90 deg
Total number 24 e

with pedestals that were shaped and positioned for cooling purposes,
as well as to provide increased stiffness against vibration. In this op-
timization, the relative dimensions of the pedestals were fixed.

The minimum and maximum bounds on the optimization de-
sign variables are also given in Table 1. The turbulator heights
and pitches were limited by the range of validity of their empirical
correlations.?>?® For example, the bounds on the turbulator heights
were limited by the coolant passage height H between the suction
and pressure sides, and the turbulator pitches were limited by a fac-
tor of turbulator heights ¢. The bounds of the rib positions were set
to produce a geometrically feasible design. To set the manufactur-
ing constraints, the coolant passage walls were filleted, draft was
included in the ribs, and the die pull angles 65 were constant along
the span.

The BEM temperature field was used in conjunction with the
cooling effectiveness to develop the objective function F [Eq. (3)].
The fully coupled aerothermofluid solution procedure was used to
develop this function for each design perturbation, whereas the con-
strained evolutionary algorithm maximized the cooling effective-
ness objective function.>?® In serial processing mode, the entire
optimization process utilized a full week of computing time on a
Sun Ultra-60 workstation. About 630 objective function analyses
were required, resulting in approximately 1400 simulations of the
temperature field using the BEM.

The optimization starting point, which was the production version
of the F100 second turbine blade design, had an integrated average
cooling effectiveness of 25.85%. The cooling effectiveness of the
three-dimensional optimized design was 30.8%. Note that this cool-
ing effectiveness was surface-area averaged over the entire external
surface. There was little improvement in the wall temperature at the
tip of the blade because the tip and turn surfaces were assumed to
be adiabatic. The section-averaged cooling effectiveness of the root,
quarter-root, and midspan sections demonstrated a more significant
improvement. Figures 10a and 10b show the external wall tempera-
ture variation predicted by the coupled aerothermofiuid analysis at
the midspan and quarter-root span. Note that the temperatures have
been normalized to protect company proprietary information.

The section-averaged wall temperatures were more than 50°F
lower in the optimized design. This was accomplished in several
ways. Notice that the optimization algorithm reduced the internal
ribbed turbulator heights near the root of the leading-edge coolant
passage. Figure 11 clearly demonstrates this optimization trend. Fig-
ure 11 shows the history of the turbulator height design variables
during the optimization run. Remember that the design variable set
included four turbulator heights &, two in each coolant passage and,
within each coolant passage, one a constant height from the root to
about the two-thirds span and the other from two-thirds span to the
tip. The former are shown as filled symbols and the latter are shown
as open symbols. The turbulator heights in the leading-edge coolant
passage (cavity in Fig. 11) are circles and the midbody coolant pas-
sage (cavity in Fig. 1 1) are squares. The internal turbulator heights of
the actual F100 second blade design were relatively tall, but the op-
timization algorithm reduced them to their smaliest allowable value
as set by the lower design variable bound. That bound was set by the
range of validity of the correlation in the internal coolant flow model.
Notice that the optimization algorithm reduced the leading-edge root
values of ¢ to its lower bound and stayed on that lower bound, in-
dicating that the optimizer was trying to remove that internal heat
transfer enhancement. The reason for this is now clear. By the re-
moval of the leading-edge root turbulators, less heat will be absorbed
by the blade so that the coolant air would be cooler downstream.
Unfortunately, the reduced internal heat transfer coefficients at the
leading-edge root had a penalizing effect. The stagnation point at the
leading edge of the blade was hotter in the optimized configuration,
and this was more pronounced at the blade root. The optimization
objective was a globally integrated function, and so the localized
heating at the leading edge had only a small effect. This is interpreted
as a problem with the integrated average cooling effectiveness ob-
jective function [Eq. (3)]. It would be more appropriate to weight
more heavily the localized hot spots, particularly at the leading and
trailing edges, to penalize optimization trends that cause them.
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Fig. 10a Comparison of external wall temperature predicted by the
BEM at the midspan of the second HPT blade of the F100 engine; opti-
mization starting point is shown as a dashed line and optimized design
is shown as the solid line.
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Fig. 10b Comparison of external wall temperature predicted by BEM
at the quarter-root span of the second HPT blade of the F100 engine;
optimization starting point is shown as a dashed line and optimized
design is shown as the solid line.

0.025 —@— eps (CAVITY1 root)

—— eps (CAVITY1 tip)
—— eps (CAVITY2 root)
—&8— eps (CAVITY2 tip)

R BRI

Turbulator Height (in)

20 30
Optimization Cycle

Fig. 11 History of turbulator height design variables during cooling
effectiveness optimization of F100 second turbine blade.

Fig. 12 Comparison between the initial design (-—-) and final opti-
mized design ( ) is shown at the six design sections of Pratt and

Whitney F100 second turbine blade.

The cross sections at one two-dimensional design section are
shown in Fig. 12. The initial (production) design of the Pratt and
Whitney F100 second turbine blade is shown as dashed lines. The
optimized geometries are shown as solid lines. The optimization
algorithm attempted to move the rib positions to do two things. First,
the leading-edge rib near the blade root was moved aft to produce
a larger cross-sectional area in the leading-edge coolant passage.
This would allow for lower coolant Mach numbers at the trailing-
edge root. That effect was sought out because lower coolant speeds
were correlated to lower heat transfer coefficients on the coolant
passage walls, which would cause the coolant to absorb less heat.
Second, the optimization algorithm moved the middle rib at the tip
toward the leading edge to produce the opposite effect. The cross
section clearly demonstrates a smaller cross-sectional area just after
the first turn. In the fluid elements of the middle coolant passage
near the tip, the internal flow Mach numbers increased from about
0.11 to 0.15. Combined with the increased turbulator height, the
corresponding internal heat transfer coefficients were increased by
about 45%. The optimization algorithm was favoring higher heat
transfer coefficients in areas of the blade that were hotter, but it did
this by sacrificing leading-edge cooling.

The net effects of all of these design modifications were that the
cooling effectiveness increased by 5%, whereas the coolant supply
pressure remained the same, and the coolant mass flow rate was
increased by only 0.5%. This increase is marginal when compared
to the core engine flow rate, whereas the reduction in metal tem-
perature by 50°F is substantial because it yields a doubling in the
creep life of the blade at the F100 engine operating conditions. The
optimization algorithm found a design that achieved a 5% improve-
ment in cooling effectiveness with only l—'oth more cooling air than
what would normally be used to achieve it. For example, if the de-
sign had remained fixed by assuming that the objective function
F (V) in Eq. (3b) stays the same, the same increase in the cooling
effectiveness would require a 5% increase in the coolant flow rate.

XV. Conclusions

Given that the optimization starting point was the actual pro-
duction version of the turbine blade that probably went through
several manual design cycles, and considering that the optimiza-
tion algorithm found an improved design that had more than a SO°F
lower section-averaged metal temperature, this demonstration was
successful at achieving the goals set to it, and the multidisciplinary
design and optimization methodology can be considered to be valid.
This improvement in metal temperature would correlate to a factor
of two improvements in creep life.

Further optimization of this turbine blade is also possible. The
pedestal diameters and relative spacings could be included in the
design variable set in an attempt to reduce the wall temperatures at
the trailing edge. For a more accurate prediction of the temperature
field in the trailing passage, the pedestals would need to be included



206 MARTIN AND DULIKRAVICH

in the thermal model (rather than just as a thermal boundary con-
dition to a smooth coolant passage wall). There are also other pos-
sibilities. The external turbine blade shape could be modified in an
effort to make the external aerothermodynamics reduce the amount
of heat absorbed by the blade. Each new design of the external airfoil
would require a fully conjugate viscous three-dimensional steady-
state CFD analysis of the hot gas flowfield and the temperature field
inside the blade.?® This CFD solution would then be used to pre-
dict new external heat transfer coefficients, as well as to provide an
aerodynamic constraint function so that the efficiency and work of
the turbine row could be fixed.?
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