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ABSTRACT 
 
The first lecture in this two-lecture sequence provides background and general concepts. The 
second lecture provides practical examples. The objective of these two lectures is to provide a 
modular design optimization tool description that will take into account interaction of the hot 
gas flow-field, heat transfer in the blade material, internal coolant flow-field, stresses and 
deformations of the blades in a multi-stage axial gas turbine. These methodologies should 
result in a multi-disciplinary design optimization tool for the entire system (a multi-stage 
turbine) rather than a design method for an isolated component (a single turbomachinery 
blade). In order to make the entire design methodology computationally economical, the 
proposed method should utilize a combination of fast approximate models as well as highly 
accurate and detailed complete models for aerodynamics, heat transfer, and thermoelasticity. 
These calculations should be performed using parallel computing. The by-products of the 
optimization are shapes, optimized average surface roughness of the coolant passages, coolant 
bulk temperature variation, coolant bulk pressure variation and pressure losses in the coolant 
passages, and surface convective heat transfer coefficients in each of the coolant passages.   

The resulting benefits of using this general approach to design are: 
1. maximized efficiency and minimum size and weight of the entire multi-stage cooled gas 

turbine at design and a wide range of off-design conditions, 
2. multi-stage 3-D analysis and design capability instead of an isolated blade row capability, 
3. simultaneous account of aerodynamics, heat transfer, and thermoelasticity instead of 

aerodynamics alone, 
4. ability to specify geometric, flow-field, thermal, and stress/deformation constraints, 
5. capability to analyze and optimize thermally coated and uncoated turbine blades,  
6. maximized turbine inlet temperature for a fixed coolant mass flow rate, 
7. minimized coolant mass flow rate for a fixed turbine inlet temperature, 
8. optimized average surface roughness of the internal coolant flow passage walls, 
9. reduced need for manufacturing of small holes for blade film cooling,  
10. optimized networking of the small cooling channels for transpiration cooling,  
11. optimized blade shapes in each blade row for minimum total pressure loss and maximum 

torque, 
12. optimized thickness distribution of blade walls and interior struts of coolant flow passages 

inside each blade row, 
13. optimized concentrations of alloying elements to be used for the blade material, 
14. minimized overall design cycle time. 
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In summary, the proposed multi-disciplinary design optimization method will provide the 
designer with a tool to guide him/her in the development of higher efficiency multi-stage axial 
gas turbines having internally cooled, thermally coated or non-coated blades that will cost less 
to manufacture, have a longer life span, be easier to repair, require less coolant, and sustain 
higher turbine inlet temperatures without contributing to air pollution.  
 
1. INTRODUCTION 
 
The greatest efficiency improvements in gas turbine engines are likely to be accomplished by 
enhancing the ability of turbine components to handle the highest possible centrifugal and 
thermal loads. Although higher speeds contribute to higher thrust-to-weight ratio and more 
compact engines, these lectures focus only upon thermal optimization of the turbine at a fixed 
rotor speed. This is because a proper determination of the engine performance with respect to 
the rotor speed is intrinsically related to a rigorous modeling of the compressor. On the other 
hand, the existence of high temperatures can result in plastic thermal strains, melting, 
oxidation, sulfidation, and environmentally contaminant nitrous oxide emissions. Higher 
rotational speeds create larger temperature drops, but also cause higher stresses and decreased 
life due to thermally enhanced creep. It is, therefore, very important in terms of engine 
performance and durability to sustain the highest possible temperatures in the turbine. 
Presently available materials, such as nickel-based alloys, cannot withstand metal 
temperatures in excess of 1300 K, but the turbine inlet gas temperatures can be increased by 
cooling the turbine blades. The incorporation of coolant and improvements in materials have 
resulted in increases in turbine inlet temperature from 850 K in 1960 to 1700 K today, with 
about 350 K attributed to the cooling devices alone [1]. Since a 1% increase in turbine inlet 
temperature can produce a 3% - 4% increase in engine output [2], cooling of turbine blades 
has been a major focus in modern gas turbines. 

Although turbine cooling becomes more critical for high-speed aircraft, the jet engine 
specific thrust increases continuously with an increase in the turbine inlet temperature for all 
engine classifications, assuming all other variables such as flight Mach number and air mass 
flow rate are held constant. This performance relationship, as well as the thrust-specific fuel 
consumption's dependence upon turbine inlet temperature, are valid for turbojet, turbofan, 
turboprop, and industrial gas turbines [3]. The proportionality to specific fuel consumption is 
a little more complicated because higher temperatures allow greater power to be extracted by 
the turbine, and the optimum compressor pressure ratio is dependent upon that amount of 
power. Each compressor stage is already designed nearly at its operational limit as defined by 
the maximum stall pressure ratio, but this limit can be increased by increasing the rotor speed 
and temperature drop. Increased turbine inlet temperature can lead directly to a more compact 
engine with a smaller number of compressor stages. Thus, specific thrust and thrust-specific 
fuel consumption, as well as engine weight, can be optimized by increasing the turbine inlet 
gas temperature. 

Modern turbomachinery rotor blades and vanes have traditionally been cooled by directing 
compressor bleed air through passages in the engine and into the complex serpentine-like 
coolant flow passages within the blades. The advantages of increasing the turbine inlet 
temperature are offset by the mechanical and manufacturing complexity of the cooling 
passages, as well as by the performance losses due to the bleeding of coolant air from the 
compressor to accomplish this task. Much of the cooling is accomplished through the 
convection on the internal coolant passage surfaces. Generally, the greater the coolant flow 
rate, the cooler the blade becomes. Advanced cooling schemes such as trip strips or 
turbulators, impingement cooling, and miniature heat exchangers can provide further 
enhancements to the magnitude of convection heat transfer, but they invariably result in even 
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greater pressure losses. Film cooling can produce a protective layer of cool air on the surface 
of the blades, but more cooling air must be bled from higher compressor stages in order to 
drive them. Moreover, film cooling especially at very high gas temperatures causes rapid 
increase in NOx and deteriorates the aerodynamic performance of the blade. 

The aerospace engineer thus encounters the conflicting goals of the internal cooling 
optimization paradox. The heat transfer into the turbine blade should be maximized so that the 
turbine inlet temperature can be increased, which is contrary to the other objective of 
minimizing the coolant flow rate and the coolant pressure losses in the coolant passages. 
Simultaneously, the objective is to avoid extremely large temperature gradients in order to 
prevent thermal stresses and thermal barrier coating spalation.   

Thus, the following question can be posed, “Is it possible to design a turbine cooling 
scheme that simultaneously maximizes the turbine inlet temperature, minimizes the coolant 
requirements, and maintains its structural integrity?” 

This article presents a methodology that proposes to answer this question positively. Each 
facet of the puzzle will be addressed in a tightly coupled multi-disciplinary fashion. 
Ultimately, an estimate of the real gas turbine efficiency, either specific thrust or thrust-
specific fuel consumption, should be optimized given a flight Mach number, air intake, fuel 
flow rate, and fixed range of pressures available in the compressor. During the iterative 
numerical optimization process, the material and structural integrity of the blades will not be 
compromised. All of these optimization objectives and constraints should be incorporated into 
a realistic, aero-thermo-structural, internally cooled, thermal-barrier coated, turbine blade 
design system. 
 
1.1. Global objectives 
 
A linear combination of two important performance parameters of a gas turbine engine 
(specific thrust (thrust-to-mass flow rate of air, 
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should be optimized. The expressions for these parameters are given for an ideal turbojet. 
Here, M0 is the flight Mach number, am�  is the air mass flow rate, fm�  is the fuel consumption, 
ao is the speed of sound, T0t is the turbine inlet total temperature, T01 and T1 are the total and 
static temperatures at the engine inlet, QR is the heat value of the fuel, and πc is the 
compressor stagnation pressure rise ratio.  

These expressions assume an isentropic engine, that is, adiabatic and frictionless, and 
without any mechanical losses or leaks. It also neglects the situation where air is bled from the 
compressor to drive the cooling flows in the combustor and turbine.   
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In turboshaft and high-bypass turbofan engines, the efficiency of internally cooled turbines 
is central to engine performance. There are four main sources of loss in a turbine; internal 
cooling losses, profile losses due to shock and boundary layer losses, secondary flow losses, 
and tip leakage losses. The turbine cooling air influences turbine efficiency in three ways. 
First, the cooling air emerging from the blades increases the drag. Second, the cooling air 
suffers a pressure loss in passing through the cooling passages, thus decreases πt. Finally, the 
transfer of heat from the hot gases to the cooling flow increases the entropy. The effect of 
cooling the turbine modifies the definition for the turbine efficiency. This turbine efficiency is 
defined as the ratio of the actual turbine work per unit of total air flow (primary plus cooling) 
divided by the ideal work that would be achieved by expanding that total airflow through the 
actual pressure ratio.  
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Here, T0c is the stagnation temperature of the cooling air, T05 is the mean turbine exit 
temperature for the total flow, and ε [4] is the ratio of the cooling airflow to total airflow. 
Because cooling air is bled from the compressor, the power balance between the compressor 
and turbine is modified. Conservation of energy applied to the compressor includes the shaft 
power, PS, provided to the compressor and the mass flow rate of the cooling air, cm� . 

The turbine energy balance is also modified by the addition of cooling air, the work done 
by the turbine, as well as the heat losses to the coolant [4]. 
 
( ) ( ) QPTcmmTcmTcmmm Sptfepccptfc ++−=+−− 05004 ������  (4) 
 
In this equation, T0e is the stagnation temperature of the ejected coolant. In this equation, the 
heated coolant air is injected and mixed with the hot combustion product gases to the turbine 
exit temperature. The heat flux absorbed by the turbine blades, Q, is transferred to the coolant 
air to heat it from T0c to T0e. 

Thus, for a given turbine inlet temperature, an optimal turbine cooling scheme is the 
one that keeps the maximum temperature in the metal blade at some limiting value with the 
lowest possible mass flow rate of the coolant.   

To look at it from the viewpoint of the constraints, for a specified coolant mass flow 
rate, the turbine inlet temperature should be increased to the point where the maximum 
temperature of the blade material reaches its limit.   
 
2. GEOMETRY PARAMETERIZATION 

 
The size and shape of the mathematical space that contains all the design variables (for 
example, coordinates of all surface points) is very large and complex in a typical 3-D case. 
Only when it is possible to use simple and fast flow-field analysis codes could we afford an 
ideal optimization situation where each surface grid point on the 3-D optimized configuration 
is allowed to move independently. Otherwise, the designer is forced to somewhat restrict the 
design space by working with a relatively small number of the design variables by performing 
parameterization (fitting polynomials) of either the 3-D surface geometry or the 3-D surface 
pressure. The optimization code then needs to identify the coefficients in these polynomials. 
Since it is often necessary to constrain and sometimes not allow motion of certain parts of the 
3-D surface, the most promising choices for the 3-D parameterization appear to be different 
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types of Bezier [5] and local analytical [6,7]] surface patches for external and internal  
parameterize the 3-D blade geometry. 
 
2.1. Geometry model of the turbine blade coating and internal coolant flow passages 
 
The outer shape of the blade can be assumed as already defined by aerodynamic inverse 
shape design or optimization. It can be kept fixed during the entire thermal optimization 
procedure. The thermal barrier coating thickness could be described by a wall thickness 
function versus the airfoil contour-following coordinate, s. The material wall thickness 
variation around the blade could be defined by a piecewise-continuous beta-spline [5]. The 
number of coolant flow passages in the turbine blade is specified and kept fixed although a 
number of studies were published on inversely determining the number, sizes, shapes and 
locations of coolant flow passages [8-12]. 

The x-coordinates of the intersections of the centerlines of each of the internal struts with 
the outer turbine airfoil shape were defined as xSsi and xSpi, for the suction and pressure sides 
of the blade, respectively. The range over which each strut could vary was specified. In 
addition to the coordinates of the strut intersections, the strut thickness, tSi, and a filleting 
exponent on either the trailing or leading edge sides, eSti and eSli, respectively, were used to 
complete the geometric representation of each strut (Fig. 1a). The strut fillets were described 
by a super-elliptic function that varied from a circular fillet (eSi = 2) to an almost sharp right 
angle ( ∞→sie ).  

Total number of design variables per section of a three-dimensional blade was 27. These 
variables were: eight beta-spline control points defining coolant passage wall thickness, six 
strut end-coordinates (two per strut), three strut thicknesses (one per strut), six strut filleting 
exponents (two per strut), four relative wall roughnesses (one per each coolant flow passage). 
Two additional global variables were: one mass flow rate, and one inlet turbine hot gas 
temperature. The initial guess geometry is depicted in Figure 1b. 

                 
(a) (b) 

Figure 1.  (a) A sketch of turbine airfoil, coating and coolant passage parameterization; 
(b) Temperature field computed on the initial guess geometry used for the minimization 
of coolant temperature at the ejection location [13]. 
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Another possibility is to parameterize the shapes of the internal coolant passages by using 
analytical shape functions [6,7]. The turbine blade considered in this example (Fig. 2) had a 
total of four straight passages connected by U-turn passages. The result is a single serpentine 
passage with a single inlet and outlet. The spanwise cross-sectional shape of each straight 
passage is described by four parameters (Fig. 2). These parameters (Fig. 3) include the 
filleting in the passage, r, the blade wall thickness, d, and the passage chordwise starting and 
finishing points, x1 and x2, respectively. The passage cross-section shapes are determined at 
the root and the tip by user provided parameter values. The parameters for the middle sections 
are found by linear interpolation along the blade span. 

 

    
Figure 2: Generation of external and internal geometry of a 3-D cooled turbine blade using 
analytic surface patches formulation [7]. 
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Figure 3: Parameters for passage cross-section 
shape in x-y plane 

Figure 4: Parameters for U-turn shape in the 
x-z plane 

 
Three U-turn shapes are used to connect the ends of the coolant passages (Fig. 4). The wall 
shape of the U-turn passage is determined by using analytic functions. Four parameters are 
needed to define each U-turn shape in the x-z plane as shown in Figure 4. The parameters Z1 
and Z2 control the position of the passage walls in the z-direction. The parameters Rf1 and Rf2 
control the roundedness of the U-turn shape. The following additional design parameters were 
also used: the coolant passage bulk temperature, Tc, and blade angle with the disk, θb. All 
together a total of 42 continuous design variables were used to uniquely describe a fully 3-D 
serpentine cooling passage configuration [14]. An equally smooth parameterization of the 
external configuration of the blade would require approximately 25-30 parameters. Notice that 
this approach to geometric discretization also guarantees the minimum allowable blade wall 
thickness anywhere. 
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3. Conjugate fluid flow/heat transfer analysis 
 
The conjugate heat transfer problem is defined as the solution of the transport equations 
within the hot fluid flow coupled to the heat conduction equation within the solid blade region 
that is in contact with the fluid. Conjugate heat transfer analysis [15] typically involves an 
iterative coupling process between the two computational regions with separate analysis 
programs for the hot flow-field and for the blade material heat conduction [16,17]. Thermal 
stress analysis in the blade is typically carried out afterwards.   
 
3.1. An iterative conjugate analysis approach 
 

An efficient preliminary design optimization of 3-D coolant flow passage could be a 
combination of: a) a detailed analytical model and computations of the sectional 2-D hot gas 
flow-field, b) an accurate 3-D boundary element heat conduction analysis code in the blade 
material, and c) the presently available experimentally obtained correlations comprising a 
metamodel for the heat transfer from the blade to the coolant [12,13].  

First, a turbulent compressible flow Navier-Stokes solver was used to predict the hot gas 
flow-field outside of the blade subject to specified realistic hot surface temperature 
distribution. As a byproduct, this flow-field analysis provides hot surface normal temperature 
gradients thus defining the hot surface convection heat transfer coefficient distribution. This 
and the guessed coolant bulk temperature and the coolant passage wall convection heat 
transfer coefficients creates boundary conditions for the steady temperature field prediction in 
the blade and thermal barrier coating materials using a fast boundary element technique. The 
quasi 1-D flow analysis (with heat addition and friction) of the coolant fluid dynamics is then 
coupled to the detailed steady heat conduction analysis in the turbine blade material. By 
perturbing the design variables (especially the variables defining the internal blade geometry) 
the predicted thermal boundary conditions on the interior of the blade will be changing 
together with the coolant flow parameters. As the optimization algorithm ran, it also modified 
the turbine inlet temperature. Once the turbine inlet temperature changed significantly, the 
entire iterative procedure between the thermal field analysis in the blade material and the 
computational fluid dynamic analysis of the external hot gas flow-field needs to be performed 
again to find a better estimate for thermal boundary conditions on the blade hot surface. This 
global coupling process needs to be performed only a small number of times during the course 
of the entire optimization. This solution strategy required only 9-12 hot gas flow-field 
solutions [12,13,18]. 

Thus, this quasi 3-D conjugate analysis uses sectional two-dimensional blade hot flow-
field analysis, a separate heat conduction analysis code for the blade material structure, and a 
simple quasi one-dimensional coolant flow-field analysis. Consequently, it requires 
considerably less computing time than would be needed if a full 3-D hot gas flow-field and 
coolant flow-field analysis [19] would be used. 
 
3.2. Fully coupled 3-D conjugate fluid flow/heat transfer analysis 
 
Recently, 2-D and a fully 3-D conjugate heat transfer prediction code was developed [20] 
where the compressible turbulent flow Navier-Stokes equations analysis code is used 
simultaneously in the flow-field and in the solid material of the blade structure thus 
automatically predicting correct magnitudes and distribution of surface temperatures and heat 
fluxes. The only thermal boundary conditions are the convection heat transfer coefficients 
specified on the surfaces of the internal coolant flow passages. This approach eliminates the 
need to specify hot surface temperature or heat flux distribution. The CFD code uses non-
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structured triangular grids in 2-D and tetrahedral grids in 3-D in the flow-field and in the blade 
structure (Fig. 5). The code has been successfully tested on internally cooled turbine airfoil 
cascades and on fully 3-D stator blades (Fig. 6). The conjugate solution of the 3-D hot gas 
flow-field and the temperature field inside the 3-D blade structure consumes only about 20-25 
percent more computing time than the typical CFD solution of the 3-D hot flow-field alone.   
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Figure 5: A non-structured computational grid 
for conjugate heat transfer analysis [20]. 

 
Figure 6: Isotherms predicted using a 
conjugate analysis of a 3-D blade [20]. 

 
3.3. Thermal-elasticity analysis 
 
Our current linear thermo-elasticity analysis code [66] uses a finite element method (FEM) on 
a tetrahedral non-structured grid, ILU and multilevel preconditioned Krylov subspace 
methods, object-oriented programming in C++, and symbolically integrated linear and 
quadratic elements [21]. The code can run on any standard Windows NT or Unix platform. 
The FEM code takes only half a minute on a personal computer with a 3.0 GHz Pentium 
processor to compute detailed steady stress and deformation fields in a single material 3-D 
internally cooled gas turbine blade with three coolant flow passages and 150,000 degrees of 
freedom. 
 
3.4. Computational grid effects 
 

It is well-known that computational grid features (clustering, orthogonality, cell aspect 
ratios, grid refinement, etc.) could affect iterative convergence rate of a computational flow 
analysis algorithm and also the level of accuracy of the numerical results. The following 
several figures illustrate the seriousness of these issues when using non-structured triangular 
cell grids (Figs. 7 and 8) and hybrid grids (Fig. 9) consisting of several layers of quadrilateral 
cells next to a solid boundary and triangular cells in the rest of the field. For example, the 
difference between grid10 and grid11 is the distance between the first O-grid layer and the 
surface of the blade. For the grid10 such distance is equal to 0.001 mm and for the grid11 the 
distance is equal to 0.1 mm. Consequently, any numerical analysis computer code intended for 
use in the multi-disciplinary design optimization should be thoroughly tested for its accuracy 
on a variety of computational grids prior to applying it in actual design optimization.  
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Figure 7: Computational grids number 2, 4 and 5 producing CFD results depicted in Fig.8. 
 

 
 

Figure 8: CFD results using turbulent Navier-Stokes equation solver on various grids. 
 

 
 
Figure 9: Transonic cascade turbulent flow results using a NSE solver on various hybrid grids. 
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3.5. Fast analysis of multi-stage axial gas turbine performance at design and off-design 
 
The application of fully 3-D methods for analysis of realistic multi-stage turbomachinery 
flows meets several serious challenges. The handling of consecutive blade rows with relative 
movement entails either averaging procedures or unsteady time-accurate flow calculations. 
Furthermore, the validity of turbulence models for loss calculation commonly used in the fully 
3-D methods is still questionable. Influence of numerical dissipation and correct formulations 
of non-reflecting boundary conditions are still not fully resolved issues in these types of 
calculations. Reliability of the full 3-D multi-stage flow-field analysis using a complete 
Navier-Stokes system is still questionable especially at off-design operating conditions. But, 
most importantly, using a fully 3-D multi-stage Navier-Stokes analysis code as a module in a 
design optimization process is unacceptable since it poses exorbitant requirements on 
computing time and computer memory. Therefore, a significant interest exists especially in 
industry to further improve fast through-flow analysis methods combined with empirical loss 
coefficients as a first step in the design of multi-stage machines. The general through-flow 
analysis model represents a simplified model (a surrogate) compared to a fully 3-D unsteady 
Navier-Stokes system of non-linear partial differential equations governing multi-stage 
turbomachinery aerodynamics. In recent works by M. V. Petrovic, [22,23], the well-known 
through-flow analysis theory was augmented with new combinations of loss and deviation 
correlations and with an extension to encompass reverse flow in meridional plane.  

Figure 10: The through-flow analysis shows excellent agreement with experimental data for a 
four-stage uncooled axial turbine over a range of relative mass flow rates. (a) streamlines 
correctly predicting flow separation, (b) aerodynamic efficiency at two different rotational 
speeds, and (c) comparison with experiments for enthalpy-entropy performance map [22,23]. 
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Petrovic’s models for the loss coefficient prediction, the spanwise loss distribution, the 
spanwise mixing, and spanwise deviation distribution, resulted in calculations that are in 
excellent agreement with experimental data for overall multi-stage turbine efficiency at full 
and partial fluid mass flow rates (Fig. 10). Prof. Petrovic found that the conventional through-
flow methods supply wide range performance data of good quality and even correctly predict 
the local flow reversal without any modeling effort involving fully 3-D flow calculations. This 
through-flow analysis code applied to a four-stage turbine takes approximately three minutes 
on a standard 3.0 GHz processor to predict an operating map that consists of ten different 
operating conditions. 
 
4. Optimization algorithms 
 
A number of existing and emerging concepts and methodologies applicable to automatic 
inverse design and design optimization of arbitrary realistic 3-D configurations have been 
surveyed and compared [24-26], with the following conclusions: 
• Most of the existing 3-D shape inverse design methods are based on inviscid fluid models, 

assume small geometry changes, and require significant changes to the flow analysis 
codes, 

• Gradient search sensitivity-based optimization methods are very computationally 
intensive and unreliable for large shape optimization problems since they terminate in the 
nearest available local minima thus offering only minor design improvements, 

• Brute force application of genetic evolution optimizers is very computationally intensive 
for realistic 3-D shape optimization problems that involve a number of equality 
constraints, and 

• Adjoint operator (control theory) algorithms are too field-specific and governing equation 
specific, complex to understand and develop, hard to modify, and prone to local minima. 

 
4.1. Our original hybrid optimizer 
 

A hybrid optimization method that we developed in the 90’s [27] has the following 
optimization modules; the Davidon-Fletcher-Powell (DFP) Gradient method [28,29], a 
Genetic Algorithm (GA) [30], the Nelder-Mead (NM) Simplex method [31], quasi-Newton 
algorithm of Pshenichny-Danilin (LM) [32], Differential Evolution (DE) [33], and Sequential 
Quadratic Programming (SQP) [34].  

Each of these basic optimization algorithms provides a unique approach to optimization 
with varying degrees of convergence, reliability and robustness at different cycles during the 
iterative optimization procedure. A set of analytically formulated rules and switching criterion 
were coded into the program to automatically switch back and forth among the different 
optimization algorithms as the iterative minimization process proceeded [27]. The hybrid 
algorithm handles the existence of equality and inequality constraint functions in three ways: 
Rosen's projection method, feasible searching, and random design generation. Rosen's 
projection method provided search directions that guided descent-directions tangent to active 
constraint boundaries. In the feasible search, designs that violated constraints were 
automatically restored to feasibility via the minimization of the active global constraint 
functions. If at any time this constraint minimization failed, random designs were generated 
about the current design until a new feasible design was reached. Gradients of the objective 
and constraint functions with respect to the design variables, also called design sensitivities, 
were calculated using either finite differencing formulas, or by a more efficient method of 
implicit differentiation of the governing equations [35]. The population matrix was updated 
every iteration with new designs and ranked according to the value of the objective function. 
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Figure 11: Global procedure for the older version of our old hybrid optimization method [27]. 

 
During the optimization process, local minimums can occur and halt the process before 
achieving an optimal solution. In order to overcome such a situation, a simple technique has 
been devised for switching objective function formulations [8-10]. Whenever the optimization 
stalls, the formulation of the objective function is automatically switched between two or 
more forms that can have a similar purpose (Fig. 11). The optimization problem was 
completed when the maximum number of iterations or objective function evaluations were 
exceeded, or when the optimization program tried all individual optimization algorithms but 
failed to produce a non-negligible decrease in the objective function. The latter criterion was 
the primary qualification of convergence and it usually indicated that a global minimum had 
been found. This hybrid optimization method was successfully applied to problems involving 
the estimation of the diffusion coefficient and source terms [36] as well as problems involving 
magnetohydrodynamics [37,38] and electrohydrodynamics [39].  
 
4.2. Our recent hybrid optimizer 

 
Our most recent hybrid optimization method [40] is quite simple conceptually, although 

its computational implementation is more involved. The global procedure is illustrated in 
Figure 12. The driven module is very often the Particle Swarm method [41], which often 
performs most of the optimization task. When certain percent of the particles find a minima 
(let us say, some birds already found their best nesting place), the algorithm switches 
automatically to the Differential Evolution method [33] and the particles (birds) are forced to 
breed. If there is an improvement in the objective function, the algorithm returns to the 
Particle Swarm method, meaning that some other region is more likely to having a global 
minimum. If there is no improvement on the objective function, this can indicate that this 
region already contains the global value expected and the algorithm automatically switches to 
the BFGS method [41] in order to find its location more precisely. In Figure 12, the algorithm 
returns to the Particle Swarm method in order to check if there are no changes in this location 
and the entire procedure repeats itself. After some maximum number of iterations is 
performed (e.g., five) the process stops. In the Particle Swarm method, the probability test of 
the Simulated Annealing is performed in order to allow the particles (birds) to escape from 
local minima, although this procedure most often does not make any noticeable improvement 
in the method. Notice that this hybrid optimization method differs considerably from the 
earlier version that performed automatic switching among six classical optimization modules. 
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Figure 12: Global procedure for our new hybrid optimization method [42]. 

 
As a demonstration of the superior performance of a hybrid optimizer when compared to 

individual optimization algorithms, we will show the performance of several of the optimizers 
to find the optimum of the Griewank’s function [43], which is defined as 
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The global minima for this function is located at x = 0 and is U(x) = 0. For a two-

dimensional test case, such function is shown in Figure 13 in three levels of local resolution. 
One can see that this function has an extremely large number of local minima, making the 
optimization task of finding the global minimum quite a challenge. 

 

 
 

Figure 13: Griewank’s function: global view, intermediate view, local view. 
 

Figure 14 shows the results [42] for this optimization task using the (a) BFGS, (b) 
differential evolution, (c) simulated annealing, (d) particle swarm and (e) our new hybrid 
optimization methods. One can see that the evolutionary/stochastic methods are a little bit 
better than the BFGS method. However, only the new hybrid optimization method is capable 
of locating the global optimum value of this function. 
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(d)    (e) 

Figure 14: Comparison of the optimizers for the Griewank’s function [42]. 
 

4.3. Method of Indirect Optimization based upon Self-Organization (IOSO) and 
evolutionary simulation principles [44-50] 

 
The IOSO method is a constrained optimization algorithm based on self-adapting response 

surface methods and evolutionary simulation principles. Each iteration of IOSO consists of 
two steps. The first step is the creation of a local approximation of the objective functions. 
Each iteration in this step represents a decomposition of an initial approximation function into 
a set of simple approximation functions (Fig. 15). The final response function is a multi-level 
graph (Fig. 16). The second step is the optimization of this approximation function. This 
approach allows for self-corrections of the structure and the parameters of the response 
surface approximation to make it more accurate in regions of the design space that promise 
rapid convergence.   

The obtained response functions are used in the procedures of multi-level optimization 
with the adaptive changing of the simulation level within the frameworks of both single and 
multiple disciplines of the object analysis. During each iteration of IOSO, the optimization of 
the response function is performed only within the current search area. This step is followed 
by a direct call to the mathematical analysis model for the obtained point. During the IOSO 
operation, the information concerning the behavior of the objective function in the vicinity of 
the extremum is stored, and the response function is made more accurate only for this search 
area. Thus, a series of approximation functions for a particular objective of optimization is 
built at each iteration. These functions differ from each other according to both structure and 
definition range. The subsequent optimization of these approximation functions allows us to 
determine a set of vectors of optimized variables, which are used for the computation of 
optimization objectives on a parallel computer.   

For a basic parallel IOSO algorithm, the following steps are carried out:  
1. Generate a group of designs based on a design of experiments (DOE) method; 
2. Evaluate the designs in parallel with the analysis code; 
3. Build initial approximation based on the group of evaluated designs; 
4. Use stochastic optimization method to find the minimum of the approximation; 
5. Do adaptive selection of current extremum search area; 



 

 15 

6. Generate a new set of designs in current extremum search area using DOE; 
7. Evaluate the new set of designs in parallel with the analysis code; 
8. Update the approximation with newly obtained result; 
9. Goto 4, unless termination criteria is met. 

 
Figure 15: A decomposition of an initial approximation function into a set of simple 

approximation functions. 
 

 
 

Figure 16: The final response function is a multi-level graph  
 

The distinctive feature of IOSO algorithm is an extremely low number of trial points to 
initialize the algorithm (30-50 points for the optimization problems with nearly 100 design 
variables). In addition, IOSO was successfully applied to problems with hundreds of design 
variables and a large number of constraints and objective functions. 

If a large number of processors are available, the optimizer can use all of them by running 
several simultaneous parallel analyses to evaluate several candidate design configurations. For 
this research an optimization communication module was developed using the MPI library 
[47] that utilizes this multi-level hierarchy of parallelism. This module can be used with any 
parallel optimization method including GA and IOSO algorithms.  

Multi-objective optimization algorithms [46] have been successfully applied in a number 
of engineering disciplines. Such algorithms are needed to solve actual multi-disciplinary 
industrial application design problems having hundreds of highly constrained design variables 
and several simultaneous objectives. However, for a rapidly increasing number of mixed real 
and integer design variables, constraints, and objectives that need to be extremized 
simultaneously, these algorithms become too time consuming for practical applications in 
industry.   
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In multi-objective optimization we strive to compute the group of the not-dominated 
solutions, which is known as the Pareto optimal set, or Pareto front. These are the feasible 
solutions found during the optimization that cannot be improved for any one objective without 
degrading another objective. We have found that the multi-objective constrained optimization 
algorithm that is superior to any other currently available multi-objective optimizers is IOSO. 
The effectiveness of IOSO optimization procedure has been demonstrated with the examples 
of car engine exhaust toxicity minimization (3 variables, 4 objectives) [48], optimal control 
laws for the power plant of a short take-off and vertical landing aircraft for its take-off mode 
(50 variables, 2 objectives) [49], the preliminary solution of the problem of a multi-stage axial 
compressor optimization aimed at its efficiency maximization (42 variables, 2 objectives) 
[50], and optimization of concentration of alloying element in a minimum expensive 
superalloy for maximum strength, time-to-rupture, and temperature (14 variables, 10 
objectives) [51]. 

 
5. Examples of design optimization results 

 
The typical situation when solving real life multi-objective Multi-Disciplinary 

Optimization (MDO) problems [46] is that a designer has several tools available for 
performing the analysis. These analysis tools differ according to their levels of complexity and 
accuracy. The low-fidelity analysis models allow us to carry out optimization, but the validity 
of the obtained results can be rather low because of the simplified physical model. The high-
fidelity analysis tools can be the detailed non-linear mathematical models integrated on the 
finest computational grid possible or even the experimental samples of the system or its 
components. However, the exclusive use of such high-fidelity tools in multi-objective MDO is 
associated with significant time expenditures and is therefore unacceptable for practical use.   

 
5.1. Preliminary aerodynamic optimization of a multi-stage axial gas turbine 

 
We have recently developed and published [52,53] a system for preliminary design 

optimization of geometric and flow-field parameters of multi-stage transonic axial flow 
turbines at nominal and off-design conditions. An analysis of the loss correlations was made 
to determine which parameters have the most profound influence on the turbine performance.  
It was found that by varying at least seventeen variables (eight geometric and nine flow-field 
parameters) per each turbine stage, it is possible to evaluate an optimal radial distribution of 
flow parameters at inlet and outlet of each blade row and an optimal shape of hub and shroud.  
The optimized solution gives the maximum efficiency of the multi-stage axial turbine and is, 
at the same time, technically acceptable. The design system has been demonstrated on an 
example (Fig. 17) involving a well-documented set of experimental data for a one-stage 
uncooled transonic axial gas turbine [54]. The comparison of computed performance of initial 
and optimized designs shows significant improvement in the optimized multi-stage efficiency 
(Fig. 18). It is easy to see that this exceptionally fast preliminary design optimization system 
reduces entropy generation in multi-stage turbomachinery (Fig. 19 and Fig. 20). The entire 
design optimization process was found to be computationally quite feasible consuming 0.75 
hours on a single processor SGI R10000 workstation. Such extraordinary speed of execution 
was possible mainly because of the use of a highly accurate through-flow metamodel instead 
of the complete Navier-Stokes 3-D rotor-stator unsteady compressible turbulent flow-field 
analysis code. 
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Figure 17.  Initial values (dashed line) and optimized values (full line) of radial distributions 
of: ALPHA2 (exit flow angle, absolute flow – degrees), BETA2 (exit flow angle, relative flow 
– degrees), CU (tangential component of absolute velocity – m/s), WZ (axial velocity – m/s), 
P2 (static pressure – bar), T2 (static temperature – C).  The configuration was a single stage 
transonic uncooled axial gas turbine [52]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 18:  Turbine efficiency over a range of pressure ratios: a) comparison of experimental 
data (symbols) and analysis using an axisymmetric flow analysis with losses model, b) 
comparison with results obtained after performing optimization with a hybrid optimizer [51]. 
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Figure 19: Fields of entropy, Mach number, pressure and temperature before and after the 
optimization of the hub and shroud shapes using the original version of hybrid optimizer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 20: Constant entropy curves in the original and the optimized configuration of a two-
stage axial gas turbine demonstrate – results of using axisymmetric flow analysis with losses 
and our original version of hybrid optimization while varying hub and shroud shapes [53]. 
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5.2. Preliminary design optimization of 3-D blade dihedral and sweep angles variations 
 
We have recently performed an attempt at optimizing some aspects of an actual 3-D transonic 
stator blade. The objective was to determine radial distribution of sweep and dihedral angles 
of an axial turbine stator blade with given sectional airfoil shapes and a given twist so that the 
integrated total pressure loss is minimized. This was achieved while satisfying a number of 
constraints, e.g., fixed axial chord, inlet and exit flow angles, inlet total pressure and 
temperature, exit average static pressure, and mass flow rate. The radial variation of these two 
angles was parameterized using Bezier curves with four control points in terms of the radial 
coordinate. The optimization procedure then determined the proper values of the coefficients 
in these curves that gave the most efficient 3-D blade shape. Because of the significant 
variation of the 3-D blade shapes during the optimization process, the analysis of the 
performance of intermediate 3-D blade shapes was evaluated using our unstructured grid 
compressible Navier-Stokes CFD code with k-ε turbulence model. An analysis of the flow-
fields of the initial and the final blade shapes reveals that strengths of the secondary flows 
have been decreased due to the optimized sweep and dihedral distributions. The result is a 
decrease of the entropy at the exit plane and decrease of 3% in the overall loss coefficients. 
 

    
 

Figure 21: Initial configuration of 3-D stator blades (left) and final configuration (right) after 
performing optimization of radial variations of sweep and dihedral angles. 

 

 
 

Figure 22: Initial distribution of constant entropy levels at the exit plane (left) and final 
distribution (right) after optimization of radial variations of sweep and dihedral angles. 
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6. Multi-objective optimization of airfoil cascades for minimum loss, 
maximum loading, and maximum gap-to-chord ratio [55] 
 

This work illustrates an automatic multi-objective design optimization of a two-dimensional 
airfoil cascade row having a finite number of airfoils. The objectives were to simultaneously 
minimize the total pressure loss, maximize total aerodynamic loading (force tangent to the 
cascade), and minimize the number of airfoils in the finite cascade row [55]. The constraints 
were: fixed mass flow rate, fixed axial chord, fixed inlet and exit flow angles, fixed blade cross-
section area, minimum allowable thickness distribution, minimum allowable lift force, and a 
minimum allowable trailing edge radius. This means that the entire airfoil cascade shape was 
optimized including its stagger angle, thickness, curvature, and solidity. The analysis of the 
performance of intermediate airfoil cascade shapes were performed using our unstructured grid 
based Navier-Stokes compressible flow-field analysis code with k-ε turbulence model.  

The multi-objective constrained optimization algorithm used in this work is the modified 
version of an indirect method of optimization based upon self-organization (IOSO). The airfoil 
shape was defined with the following nine parameters: the tangential and axial chord, the inlet 
and exit half wedge angle, the inlet and outlet airfoil angle, the throat, unguided turning angle, 
and the leading and trailing edge radii [56]. One of these parameters (axial chord) was kept 
fixed. The airfoil shape was allowed significant additional flexibility by adding a continuous 
arbitrary perturbation in addition to the original nine parameters. This shape perturbation was 
modeled with a B-spline that had eight control vertices thus resulting in a total of 9 + 8 = 17 
design variables plus one additional variable for the number of airfoils in a finite length cascade. 
Thus, there were 18 design variables in this case. The design variables’ ranges were set so that 
the optimizer would have a wide variety of very different airfoil shapes so as to test its 
robustness. With these conditions we defined the following 3 objectives (Table 1) and the 5 
nonlinear constraints (Table 2) for a VKI high subsonic exit flow axial turbine cascade [57].  
 

Table 1.  Simultaneous objectives in the multi-objective constrained optimization 
 OBJECTIVES 
MAXIMIZE   Total loading force 
MINIMIZE   Total pressure loss 
MINIMIZE   Number of airfoils 

 
Table 2.  Inequality and equality constraints used  
CONSTRAINTS Values 
Total loading > 186599 N 
Mass flow rate (per unit span) = 384 kg m-1 s-1 
Exit flow angle = -70° 
Airfoil cross-section area = 108.8 mm2 
Airfoil trailing edge radius = 0.5 mm 

 
The constraints were incorporated in the objective functions via penalty formulation.   
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Here, p0 is the total pressure, θ �is the average exit flow angle, m�  is the mass flow rate, A is 
the cross-sectional area of the airfoil, nb is the total number of airfoils, and L is the total 
loading. The variable td is the largest relative error in the airfoil thickness distribution compared 
to a specified minimum allowable thickness distribution. This geometric constraint prevents 
airfoil from becoming too thin, thus mechanically or thermally infeasible. The constants ci are 
user specified penalty terms. For this application, the penalty constants were initially set to 
100000. A value of zero was used for the constants when any of the constraints were within one 
percent above or below the target constraint value. 
 

Table 3.  A comparison of the three objectives achieved by the original VKI cascade and the 
three prominent cascades obtained with our multi-objective constrained optimization. 

 VKI No.1 No.3 No.6 
Total pressure loss, Pa 103078 95164 97050 95012 
Total loading, N 186599 189359 196778 193228 
Number of airfoils 45 44 46 45 

 
The resulting hint of a Pareto front is depicted in Fig. 23 and shapes of the resulting airfoils are 
shown in Fig. 24. 
 

  
Figure 23: Comparison of total pressure loss 
generated versus total loading produced for 
various numbers of airfoils for optimized 
airfoil cascades and the VKI airfoil cascade. 

Figure 24: Comparison of three optimized 
airfoil cascades [55] against the original VKI 
airfoil cascade [57]. 
 

 
Cascade No.1 offers reduction of 7% in total pressure loss, needs 1 airfoil less than the VKI 

cascade, and generates about 1% higher total loading. Cascade No.3 offers reduction of 5% in 
total pressure loss, need 1 more airfoil than the VKI cascade, and generates about 6% higher 
total loading. Cascade No.6 offers reduction of 7% in total pressure loss, need the same number 
of airfoils as the VKI cascade, and generates about 4% higher total loading. The cascade No.1 
may be the best compromise among three optimized cascades for many turbomachinary designs. 
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This means that it is possible to design turbomachinery blade rows that will have 
simultaneously lower total pressure loss, higher total loading, and fewer blades while preserving 
some of the same features of the original blade rows (inlet and exit flow angles, total mass flow 
rate, blade cross-section area, and trailing edge radius).   

All computations were performed on our 32 node distributed memory parallel computer 
with 400 MHz Pentium II processors and a total of 8GB RAM. Each call to IOSO consumed a 
negligible fraction of computing time compared to each call to the flow-field analysis code 
which consumed about 15 minutes on a single processor. The overall computing time for this 
test case on our old parallel computer consumed approximately 50 hours. Although the 
optimization problem seemed relatively easy (only three objectives, 18 design variables and five 
constraints), it consumed a total of 5611 analysis calls to the 2-D flow-field analysis code in 
order to find enough points in the feasible region having relative errors in equality constraints 
less than one percent. In other words, the size of the feasible domain in the design variable 
space was extremely small since it was reduced by numerous constraints. Furthermore, the 
feasible domain proved to have a very complex topology thus making this multi-objective 
constrained optimization problem a very challenging test case for any optimizer.   

Notice that the original VKI cascade already had a very high efficiency since it was 
designed by expert designers using an inverse shape design method. The number of airfoils that 
we used in the original finite VKI cascade was already extremely small.  
 
2. Rotor cascade shape optimization with unsteady passing wakes [58] 
 
This brief presentation focuses on the possibilities for improvement of the aerodynamic 
performance of a rotor cascade subjected to unsteady flow due to the wakes of the stator 
cascade located upstream. The study of rotor cascade shape optimization consisted of the 
following three procedures: stator and rotor cascade analysis, airfoil parameterization, and 
airfoil shape optimization. 

To analyze the rotor cascade aerodynamics with passing wake effect, it is necessary to 
obtain the wake information as an inlet boundary condition for the unsteady rotor analysis. An 
existing single stage DFVLR turbine cascade (Table 1) was simulated numerically and 
compared with experimental data.  

To simulate the unsteady turbulent compressible flow for rotor cascade numerically, the 
unsteady flow-field analysis code was developed. It used Diagonalized Alternating Direction 
Implicit (DADI) scheme with dual time-stepping that requires about 1/3 time to converge 
when compared to the Runge-Kutta scheme. A well-tested stator-rotor cascade data [59,60] 
were used for code verification.  

At 2.85 mm axially downstream from the stator trailing edge, the flow information (total 
pressure, total temperature and flow angle) was interpolated from the steady stator flow-field 
solution. This interpolated flow information was then used as the inlet absolute frame total 
conditions for the passing wake simulation of the rotor flow-field. The relative translational 
speed of rotor cascade was added to the vertical component of the rotor cascade inlet flow 
velocity. One period of the passing wake was composed of ten real time intervals. Each real 
time interval required about 100 pseudo time sub-iterations in order to reduce the average 
residual by four orders of magnitude. After 15 periods, a periodic flow condition was reached. 
The computed lift and total pressure loss variation with time for three values of stator-rotor 
axial gap are shown in Table 1.  

The following conclusions can be drawn from this research. A decrease in axial gap 
between stator and rotor results in an increase of the amplitude of lift and total pressure loss 
variation with time. A decrease in axial gap causes the increase of the velocity defect in the 
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incoming wakes and the decrease of the width of incoming wakes. This effect causes the 
greater unsteady perturbation of flow around the rotor. 
 

Table 1.  Computed averaged and fluctuation values of the lift 
and the total pressure loss for DFVLR cascade [58]. 

Axial gap between 
stator and rotor rows 

54 mm 
(104 % axial chord) 

27 mm 
(52 % axial chord) 

15 mm 
(28.8 % axial chord) 

aveCl  0.4494 0.4476 0.4525 

Cl∆  0.002 0.008 0.032 

aveClCl /∆  0.4 % 1.8 % 7.1 % 

avetp  0.2457 0.2458 0.2456 

avetp∆  0.001 0.0025 0.0077 

avetavet pp /∆  0.4 % 1.0 % 3.1 % 

 
To improve the aerodynamic performance of a rotor cascade, three required flow 

conditions were considered in this study. First, the optimized airfoil should satisfy the mass 
flow rate, which is specified by the user. The mass flow rate can be controlled by a specified 
backpressure ratio. Second, the rotor cascade should provide as high lift force as possible. 
Finally, the total pressure loss between inlet and exit planes should be minimized in order to 
maximize rotor efficiency. These parameters are dependent and influenced by each other.  

To optimize the rotor cascade airfoil, a parameterization method of airfoil shapes is 
necessary. Pritchard’s [56] formulation for geometric shape parameterization was selected due 
to its simplicity and robustness. It allows for the variation (Table 2) of: airfoil inlet angle (the 
higher lift coefficient can be obtained by controlling this angle), inlet wedge angle (the airfoil 
thickness and slope of the leading edge region can be controlled by this parameter), leading 
edge radius (location of the stagnation point and the pressure peak at the leading edge can be 
controlled), and tangential chord length (thus controlling the pitch length and the stagger 
angle). Trailing edge radius, the airfoil exit angle and the axial chord length were kept fixed 
during the optimization. 

 
Table 2. Range of design optimization geometric variables. 

 Minimum value Maximum value 
Inlet blade angle (degrees) 35 55 
Inlet wedge angle (degrees) 0.1 10.1 

Leading edge radius (m) 0.0005 0.0045 
Tangential chord length (m) 0.04 0.055 

 
Optimizations were conducted for two different axial distances between the stator and the 

rotor cascades (gap = 54 mm and gap = 27 mm). Two different objective function 
formulations and constraints were applied for each axial distance (Table 3). 

 
Table 3. Objective functions and constraints of test cases 

 Case 1 and Case 3 Case 2 and Case 4 
Objective Function Minimize  tP∆  Maximize  Cl  

Constraints 
specifiedm
ClCl spec

�

≥  
specifiedm

PP spectt
�

∆≤∆  
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In this study, a parallelized version of a standard genetic algorithm optimizer was 
developed [61] and used on a distributed memory machine for aerodynamic shape 
optimization. In the genetic algorithm, the population size was selected as 15. One processor 
was assigned to the main genetic algorithm and the other fifteen processors were used to 
calculate the objective function of each individual. The maximum number of generations was 
set to 20. Mutation probability was set to 0.01 and nine bits were used in a string for the 
variation of design variables. During the first five generations, the maximum fitness function 
was still negative, because all individual designs violated the constraints. From the sixth 
generation, the fitness function becomes positive meaning that some of individual designs 
began to satisfy the constraints. 

The average total pressure loss of optimized airfoil is less than DFVLR cascade as 
expected. Due to the constraints, the lift of Case1 is greater than for the original DFVLR 
cascade. The average total pressure loss for Case 2 is almost the same as for the DFVLR 
cascade, which is specified. However, the average lift is higher than in the original DFVLR 
cascade. The comparison of Case1, Case2, and the original DFVLR cascade at gap = 54 mm 
suggests that the three cascades have approximately the same total pressure loss (Table 4).  

 
Table 4. Comparison of lifts and total pressure loss for four optimized cases and  

DFVLR cascade for two axial gaps [58]. 
 Cl  ∆ Pt  
DFVLR (gap = 54 mm) 0.4494 N/A 0.2457 N/A 
Case1 (gap = 54 mm) 0.4531 +0.8% 0.2448 -0.36% 
Case2 (gap = 54 mm) 0.4660 +3.7% 0.2456 -0.04% 
DFVLR (gap = 27 mm) 0.4494 N/A 0.2458 N/A 
Case3 (gap = 27 mm) 0.4479 -0.33% 0.2451 -0.28% 
Case4 (gap = 27 mm) 0.4598 +2.3% 0.2458 0.0 

 
However, the average lift of Case2 is about 3.7 percent higher than the lift of the original 

DFVLR cascade. The average total pressure loss of Case3 is less than for the DFVLR rotor 
cascade. However, the average lift is almost the same as for the DFVLR cascade, which is a 
constraint. Thus, a decrease of axial gap causes stronger unsteady perturbation of the flow. 
This strong perturbation results in the increase of amplitude of lift and total pressure variation 
with time.  

Optimization performed with axial gap reduced in half (27 mm) resulted in the geometry 
of Case4 that has a smaller leading edge radius than that of Case3. The average total pressure 
loss of Case4 is approximately the same as for the DFVLR cascade, which is a constraint. The 
total pressure loss remained the same as in the DFVLR cascade since trailing edge radius was 
kept unchanged. However, the average lift is higher than for the DFVLR cascade, because the 
exit flow angle became slightly higher than the airfoil exit angle.  

To check the grid density effect on wake resolution, the doubled grid size was used for the 
same simulation. The difference of the lift and total pressure loss between the 129x65 and 
129x129 grid) was within 0.2 percent and 0.1 percent, respectively. The optimized cascade 
increases the lift by 3.7 percent, while the total pressure loss and mass flow rate are the same 
as for the DFVLR cascade. If numerical error due to grid clustering is incorporated, the 
optimized cascade with 54 mm axial gap increases the time-averaged lift by about 3.0 percent. 
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