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Chapter 10
Aerodynamic Shape Inverse Design Methods

George S. Dulikravich

10.1 Introduction

Aerodynamic problems are defined by the governing partial differential or integral equations,
shapes and sizes of the flow domains, boundary and initial conditions, fluid properties, and by
internal sources and external inputs of mass, momentum and energy. In the case of an analysis
(direct problem) we are asked to predict the details of a flow-field if the shape(s) and size(s) of
the object(s) are given. In the case of a design (inverse or indirect problem) we are asked to de-
termine the shape(s) and size(s) of the aerodynamic configuration(s) that will satisfy the govern-
ing flow-field equation(s) subject to specified surface pressure or velocity boundary conditions
and certain geometric constraints {130]-[138]. The entire design technology is driven by the in-
creased industrial demand for reduction of the design cycle time and minimization of the need
for the costly a posteriori design modifications.

Aerodynamic inverse design methodologies can be categorized as belonging to surface
flow design and flow-field design. Surface flow design is based on specifying pressure, Mach
number, etc. on the surface of the object, then finding the shape of the object that will generate
these surface conditions. Flow-field design enforces certain global flow-field features (shock-
free conditions, minimal entropy generation, etc.) at every point of the flow-field by determining
the shape that will satisfy these constraints. An arbitrary distribution of the surface flow param-
eters or an arbitrary field distribution of the flow parameters could result in acrodynamic shapes
that either cross over ("fish tail" shapes) or never meet ("open trailing edge” shapes). These
problems can be avoided by appropriately constraining the surface distribution of the flow
parameters [139].
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It should be pointed out that inverse methods for acrodynamic shape design are capa-
ble of creating only point-designs, that is, the resulting shapes will have the desired aerody-
namic characteristics only at the design conditions. If the angle of attack, free stream Mach
number, etc. in actual flight situations are different from the values used in the design, the acro-
dynamic performance will deteriorate sometimes quite dramatically. For example, when design-
ing transonic shock-free shapes with a surface flow design method, the resulting configuration
could have a mildly concave part of its surface locally covered by the supersonic flow indicating
the existence of a "hanging shock" or a "loose-foot" shock [139] even at the design conditions.
At off-design, the hanging shock attaches itself to the aerodynamic surface causing a boundary
layer separation. Consequently, it is more appropriate to design shapes that have a weak family
of shocks [140] since such designs have been found not to increase the shock wave strengths
appreciably at off-design conditions.

In this chapter, we will focus on briefly explaining only these aerodynamic shape
inverse design concepts that are applicable to the design of three-dimensional (3-D) high speed
configurations. An attempt will be made to focus on the techniques that have been found to be
cost effective, reliable, easy to comprehend and implement, transportable to different comput-
ers, and accurate.

10.2 Surface Flow Data Specification

Once the global aerodynamic parameters (inlet and exit pressures, temperatures, and flow an-
gles) have been specified, the next objective is to determine the best way to distribute aerody-
namic quantities on the yet unknown configuration. Since the inverse shape design is based on
the specified ("desired” or "target") surface pressure distribution, the common dilemma is the
choice of the "best" surface target pressure. Specifically, it would be desirable to determine the
best pressure distribution on the surface of the yet unknown configuration so that the aecrodynam-
ic efficiency is maximized by minimizing all possible contributions to the entropy generation in
the entire flow-field. From the specified surface distribution of flow-field parameters it is possi-
ble to discern only certain aspects of the boundary layer. It is well known that the separated
boundary layer significantly increases flow-field vorticity and, consequently, the viscous dissi-
pation function, entropy generation and aerodynamic drag. To minimize these effects the desired
surface pressure distribution can first be checked for possible flow separation before it is further
used in the aerodynamic shape inverse design. A very fast method for detecting flow separation
has been recently proposed [141]. It is based on the fact that the rate of change of flow kinetic
energy reaches its minimum at the separation point. The kinetic energy can be calculated from
the surface pressure distribution by assuming that pressure does not change across a boundary
layer. The flow separation detection code is short and very simple since it involves algebraic and
analytic expressions only. Thus, the surface pressure distribution, either specified by the design-
er or obtained while using an optimization process, can be quickly checked for possible flow sep-
arations (Figure 69) before it is actually enforced.
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Figure 69  Detection of flow separation locations from the specified or measured surface
pressure distribution [141]. Arrows point at experimentally found locations
of the flow separation points. Our code predicts separation to occur at the
minimum of the curve representing the local rate of change of surface flow
kinetic energy.

This a priori checking can be automatically followed by the minor modifications of the
local surface pressure distribution with the objective of moving the flow separation points fur-
ther downstream. The updated surface pressure distribution can be re-checked for the locations
of the flow separation points. This checking/modification procedure can be repeated until the
separation points cannot move downstream any more. This procedure is extremely fast since it
is accomplished without a single call to the flow-field analysis code.

10.3 Stream-Function-Coordinate (SFC) Concept

One of the fastest known inverse design techniques is based on a stream function formulation
[142]. The inviscid, compressible, steady flow around a given 3-D configuration can be predicted
by solving for two stream functions, ¥(x,y,z) and A(x,y,z) [142]-{146] (Figure 70). For the pur-
pose of inverse shape, design this formulation can be inverted. That is, two quasi-linear second
order coupled partial differential equations of the mixed elliptic-hyperbolic type can be derived.
These two equations treat the x-coordinate and the values of ‘¥(x,y,z) and A(x,y,z) or their deriv-
atives as known quantities on the, as yet, unknown solid surface of the 3-D configuration, while
treating values of y = y(x,%,A) and z = z(x,¥,A) forevery 3-D streamline as the unknowns. Thus,
the result of a numerical integration of this inverted system are the y-and-z coordinates of the 3-
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D streamlines. Those streamlines that correspond to the specified surface values of W(x,y,z) and
A(X.y,z) are recognized as the desired 3-D aerodynamic configuration.

V = const,

A = const.

)q = consi.
surface [

= Jy 03 -dA = Uy X UA-dd = | |Jldadp = [ v = Iy = WAy =~ A

Geometrical interpretation of mass flow rate through a stream tube bounded
by two pairs of stream surfaces [144].
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A computer code that implements this technique converges very fast because it implic-
itly satisfies mass at every iteration step thus avoiding the need for integrating the mass conser-
vation equation. Moreover, such a code can be executed in an analysis mode when Dirichlet
boundary conditions for ¥(x,y,z) and A(x,y,z) are specified at every surface point, or in its
inverse design mode when Neumann boundary conditions for ¥(x,y,z) and A(x.y,z) are speci-
fied at every yet unknown surface point. Despite its remarkable speed of execution, robustness
and the fact that the entire field of 3-D streamlines is obtained as a by-product of the computa-
tion, the SFC concept has its serious disadvantages. This inverse design method requires devel-
opment of an entirely new code for the solution of the two Stream-Function-as-a-Coordinate
(SFC) equations. The method is not applicable to viscous flow models, it suffers from the diffi-
culties of the geometric multivaluedness of the stream functions, and is analytically singular at
all of the points where the Jacobian of transformation @,A,0)/ (x,yz) become zero [142]. This
occurs at every point where the x-component of the local velocity vector is zero which can hap-
pen at a number of points whose locations we do not know in advance. Consequently, the SFC
method is recommended only for the inverse design of smooth 3-D configurations where prefer-
ably there are no stagnation points (3-D duct [146]) or where we are willing to neglect the
designed shape in the vicinity of the leading and trailing edges.

10.4 Elastic Surface Motion Concept

There are many reliable and relatively fast 3-D flow-field analysis codes in existence. It would
be highly economical to utilize these analysis codes in an inverse shape design process. This
would require development of a short and simple design code that can utilize any of the existing
flow-field analysis codes as a large, exchangeable subroutine. One very simple method for de-
veloping such a design code is based on utilizing an elastic membrane as a mathematical model.
This concept treating those parts of the surface of the aerodynamic flight vehicle that are desired
to have a specified surface pressure distribution as a membrane loaded with unsteady point-forc-
es, AC,, that are proportional to the local difference between the computed and the specified co-

efficient of surface pressure. Under such an unsteady load the membrane will iteratively deform
until it assumes a steady position that experiences zero forcing function at each of the membrane
points. Since this is a general non-physical concept for modeling the unsteady damped motion of
the 3-D aerodynamic surface, any analytical expression governing damped motion of a continu-
ous surface will suffice. Garabedian and McFadden [147] suggested a simple second-order linear
partial differential equation as such a model where AC,is proportional to the local surface slopes

and curvatures.
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Here, the unknowns are the local normal surface displacements, An. If the surface grid
point in question is on the upper surface, Bs = 1.0, if on the lower surface, Bs = -1.0. The remain-
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ing coefficients f§; through B4 are user-specified quantities that can accelerate the approach to a
steady state. This partial differential equation can be discretized using finite difference repre-
sentations for the partial derivatives. This leads to one penta-diagonal system or a sequence of
two three-diagonal systems of algebraic equations that can readily be solved for the unknown
normal surface modifications, An;. This simple technique was successfully used to design iso-
lated 3-D transonic supercritical wings [148] with a 3-D full potential code (Figure 71) as the
flow analysis module. A simplified version of this concept (with Az instead of An) was used to
design engine nacelles and wing-body configurations [149]. The initial guess for the shape of a
3-D body does not have to be close to the final configuration for this method to work. Although
requiring only 30-100 calls to a flow-field analysis code when using a panel code or a full
potential equation code, the stiffness of the iterative matrix in the present formulation of the
elastic membrane concept increases rapidly with the non-linearity of the flow-field analysis
code used. This means that when using Euler or Navier-Stokes flow-field analysis code we will
need between two and three orders of magnitude more calls to the flow-field analysis code than
when using a simple linear panel code. For example, a two-dimensional airfoil shape inverse
design with this method utilizing a Navier-Stokes flow analysis code may require over ten thou-
sand calls to the Navier-Stokes code [150].

T
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Figure 71  Comparison of baseline, target, and design surface pressures for a transonic
purposely shocked airfoil using elastic surface motion concept [148].
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10.5 Indirect Surface Transpiration Concept

This is one of the most common and oldest methods for aerodynamic shape inverse design. Like
any iterative technique, it requires an initial guess for the aerodynamic shape. Then, using an in-
viscid flow-field analysis code with desired surface tangential velocity components enforced will
result in non-zero values of the surface normal velocity component. The objective is then to find
a configuration that has zero velocity components normal to the final body surface. The comput-
ed normal velocity components, v,,, are therefore used to modify the shape of the initially guessed

configuration using a surface transpiration analogy. The new surface shape is predicted by treat-
ing the old surface as porous, hence fictitiously injecting the mass (p v,,) normal to the original
surface so that the new surface becomes an updated stream surface. The local surface displace-
ments, An, can be obtained from mass conservation equations for the quasi two-dimensional sec-
tions (stream tubes) of the flow-field bounded by the two consecutive cross sections of the body
surface, the original surface shape, and the updated surface shape displaced locally by An [149]-
[153]. Starting from a stagnation line where An;_; j=0.0 and An; y j,; = 0.0, separate updating of
the pressure surface and the suction surface can be readily performed by solving for An;; and
An; ;,1 froma bi-diagonal system. With the classical transpiration concept, normal surface veloc-
ities can be computed using any potential flow solver including a highly economical surface pan-
el flow [152], [153] analysis code Figure 72. The indirect surface transpiration method works
quite satisfactory in conjunction with Euler and even Navier-Stokes equations barring any shock
waves or flow separation, A drawback of this approach is that during the repetitive surface up-
dating using this method, the updated surfaces develop a progressively increasing degree of os-
cillation. This can be eliminated by periodically smoothing the updated surfaces with a least-
squares surface fitting algorithm.

10.6 Direct Surface Transpiration Concept

This is an equally simple method of utilizing the transpiration concept which is especially appli-
cable to viscous flow solvers, but the manner of treating boundary conditions on surfaces is dif-
ferent. For example, in the flow analysis with Navier-Stokes equations, the no-slip condition is
imposed at the solid surface by enforcing zero values of all three components of the contravariant
velocity vector defined as U= DE/Dt, V=Dn/Dt, W = D{/Dt. The &,n,{ curvilinear, non-orthog-
onal coordinate system follows the structured computational grid lines. For example, let n-grid
lines (thus V contravariant velocity component) emanate from the surface of the 3-D object under
design consideration. In this inverse shape design concept, the surface pressure distribution,
which is obtained from the specified pressure coefficient distribution, is enforced iteratively to-
gether with U = W = 0. This can be done readily in any existing Navier-Stokes flow analysis code
[154). It will result in the contravariant velocity vector component, V, becoming non-zero at the
surface. Hence, the surface will have to move with iterations or time steps until the convergence
is reached, that is, until V = 0 is satisfied on the final surface configuration. This will require that
the computational grid be regenerated with each update of the surface. Thus, the acrodynamic
parameters need to be transfered between old and new grid points by an accurate 3-D interpola-
aon.
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Figure 72  Inverse design of an entire business jet configuration using a high order
surface panel code and indirect surface transpiration concept can be
performed on a personal computer in less than one hour: a) before, and b)
after three optimization cycles enforcing the desired surface pressures.
Notice improvements in aerodynamic coefficients [153].
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This design method will provide for a time-accurate motion of the solid boundaries if
the code is executed in a time-accurate mode. For example, it is possible with this method to
design a flexible 3-D shape that maintains an essentially steady surface pressure distribution in
an otherwise unsteady flow. Specifically, it is possible to determine the correct instantaneous
values of local swelling and contraction of a "smart" material coating on the surface thus creat-
ing the smart or continuously-adaptable aerodynamic shape design.

10.7 Characteristic Boundary Condition Concept

The correct number and types of boundary conditions for a system of partial differential equa-
tions can be determined by analyzing eigenvalues and the corresponding eigenvectors of the sys-
tem in each coordinate direction separately. This approach to boundary condition treatment is
called characteristic boundary conditions [155]-[157] since it suggests one-dimensional applica-
tion of certain Riemann invariants at the boundaries that can be either solid or open boundaries.
For example, in a 3-D duct flow, if the flow is locally subsonic at the exit, we will be able to com-
pute all flow variables at the exit based on the information from the interior points except for one
variable that we will have to specify at the exit. If the same characteristic boundary condition pro-
cedure is applied in the direction normal to the solid wall and if the desired pressure distribution
is specified on the wall, this method of iteratively enforcing the boundary conditions at the wall
will result in non-zero normal velocities at the wall which can be used to update the wall shape.
The general concept follows.

The Euler equations for 3-D compressible unsteady flows expressed in non-conserva-

tive form and cast in a boundary-conforming, non-orthogonal, curvilinear ¢.n,0) coordinate
system can be transformed into

00  p 90 _
ﬁJ'B %+D—0 (73)

where Q = (p p u v w) is the transposed vector of the non-conservative primitive varia-
bles. Eigenvalues of B are

V_a. ,(qxz + ny2 + 1122) V,V,V,V+a- (nxz + ny2 + nz2) (74)

where V = nt+nx-u+ny-v+nz-w and the local speed of sound is defined as a =

(vyp/ p)m' If the m-grid lines are emanating from the 3-D aerodynamic configuration, we can

have several situations. f 0 < V < a (nxz + nyz +M 22), one eigenvalue is negative requiring a

pressure boundary condition to be specified at that surface point.
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Similarly, if-a Knx2 + nyz + 1122)< V < 0, four eigenvalues will be negative requiring

172
pressure, velocity ratio x/ (u2 + v2 + w2) , total pressure and total temperature to be speci-

fied at that surface point. This method has been shown to converge quickly for transonic two-
dimensional airfoil shape design when using compressible flow Euler equations [156],[157].
The method might be applicable to the inverse design of arbitrary 3-D configurations [155]
although no such attempts have been reported yet. If the Euler code is executed in a time-accu-
rate mode, the specified unsteady solid wall characteristic boundary conditions will provide for
a time-accurate motion of the solid boundaries which is highly attractive for the design of
"smart" aerodynamic configurations. This concept is not directly applicable to viscous flow
codes since velocity components at the solid wall are zero.

10.8 Integro-Differential Equation Concept

An attractive property of integral equations is that the influence of the boundary conditions is
transmitted throughout the flow-field instantaneously in the case of a linear flow problem. Even
for non-linear flow problems the influence of the boundary conditions is transmitted throughout
the flow-field extremely quickly as compared to the partial differential equation models where
the finite difference or finite element discretization allows the influence of the boundary condi-
tions to be transmitted at most one grid cell per during each iteration. A very fast and versatile
3-D aerodynamic shape inverse design algorithm was developed and is widely utilized in several
countries [158]-[161]. It can accept any available 3-D flow-field analysis code as a large subrou-
tine to analyze the flow around the intermediate 3-D configurations. The configurations are up-
dated using a fast integro-differential formulation where a velocity potential perturbation
¢(x,y,z) around an initial 3-D configuration z,, (x,y) can be obtained from, for example, a Navi-
er-Stokes code [161]. Here, the subscripts +/- refer to the upper and lower surfaces of the flight
vehicle. Transonic 3-D small perturbation equation is

2 2 2 2 2
d d d _ 1 9 (1 (@ 9 1 (90Y _ ar
LonosLaerTone = b B (G (R 3 (B ) - m 9
ox dy az oo oo
Here, differentially small potential perturbation is A¢(x,y,z) and x,y,z coordinates have
been scaled via Prandtl-Glauert transformation, V,, is the free stream magnitude, while

o0

B x, 3 +10) = 2 C (5 3) (76)
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2

p+/-~ " pt/-
Here, M is the local Mach number and a,, is the free stream speed of sound. The flow
tangency condition is then

0 -
A0 (x. 3, +10) = -

d d
—a—EAtl)(x, y,H-0)=V_ -5;Az+/_(x, y) (78)

Since 5a—A¢(x, y, +/-0) can be obtained from equation (75), the 3-D geometry is
z
readily updated from

AZ+/_(x, y) = % . J.%[Az+(x, y)+Az (x, y)]dx:t% . J%[Aa_(x, ) -Az (x y)1dx (79)

Since equation (75) is linear, it can be reformulated using Green's theorem as an inte-
gro-differential equation. The I term on the right hand side of equation (75) would require vol-
ume integration which can be avoided if T is prescribed as smoothly decreasing away from the
3-D flight vehicle surface where it is known. Then, the problem can be very efficiently solved
using the 3-D boundary element method. This inverse shape design concept has been success-
fully applied to a variety of planar wings [158]-[160] and wing-body configurations including
the H-I Orbiting Plane with winglets [161], [162] where 3-D flow-field analysis codes were of
the full potential, Euler and Navier-Stokes type. The method typically requires 10-30 flow anal-
ysis runs with an arbitrary flow solver and as many solutions of the linearized integro-differen-
tial equation.

Figure 73  Winglets on a Japanese space plane were successfully redesigned using the
integro-differential equation approach and a Navier-Stokes flow-field
analysis code [161].
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10.9 Conclusions

Several prominent and proven methods that are applicable to inverse design of 3-D aerodynamic
shapes have been briefly surveyed. The design computer codes based on these methods can be
readily developed by modifying solid boundary condition subroutines in most of the existing
flow-field analysis codes. Thus, all of the design methods surveyed are computationally econom-
ical since they require typically only a few dozen calls to the 3-D flow-ficld analysis code. Al-
though the inverse shape design methods generate only point-designs, it was pointed out that at
least two of the methods are conceptually capable of inverse shape design for unsteady flow con-
ditions.
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Chapter 11
Aerodynamic Shape Optimization Methods

George S. Dulikravich

11.1 Introduction

Although fast and accurate in creating aerodynamic shapes compatible with the specified surface
pressure distribution, the inverse shape design methods create configurations that are not optimal
even at the design operating conditions [163], [164]. At off design conditions, these configura-
tions often perform quite poorly except when the specified surface pressure distribution, if avail-
able at all, would be provided by an extremely accomplished aerodynamicist. When using
inverse shape design methods, it is physically unrealistic to generate a 3-D aerodynamic config-
uration that simultaneously satisfies the specified surface distribution of flow variables, manu-
facturing constraints (smooth variation of a lifting surface sweep and twist angles, smooth
variation of its taper, etc.) and achieves the best global aerodynamic performance (overall total
pressure loss minimized, lift/drag maximized, etc.). The designer should use an adequate global
optimization algorithm that can utilize any available flow-field analysis code without changes
and efficiently optimize the overall acrodynamic characteristics of the 3-D flight vehicle subject
to the finite set of desired constraints. The constraints could be purely geometrical or they can
be of the overall acrodynamic nature (minimize overall drag for the given values of flight speed,
angle of attack and overall lift force, etc.). These objectives can only be met by performing an
aerodynamic shape constrained optimization instead of an inverse shape design.

The size and shape of the mathematical space that contains all the design variables (for
example, coordinates of all surface points) is very large and complex in a typical 3-D case. To
find a global minimum of such a space requires a sophisticated numerical optimization algo-
rithm that avoids local minima, honors the specified constraints and stays within the feasible
design domain. The design variable space in a typical aerodynamic shape optimization has a
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number of local minima. These minima are very hard to escape from even by switching the
objective function formulation [165] or consecutive spline fitting and interpolation of the unidi-
rectional search step parameter [166].

There are several fundamental concepts in creating an optimization algorithm. One
family of optimization algorithms is based on reducing the objective or cost function (for exam-
ple, acrodynamic drag) by evaluating the gradient of the cost function and then updating the
design variables in the negative gradient direction [167]. Evolution search or genetic algo-
rithms is another family of optimization algorithms that is based on a semi-random sampling
through the design variable space and does not require any gradient evaluations [168], [169].
Since both families of optimization algorithms require flow-field analysis to be performed on
every perturbed aerodynamic configuration, the optimization of 3-D aerodynamic shapes is a
very computationally intensive task.

In a gradient-search optimization approach the flow analysis code must be called at
least once for each design variable during each optimization cycle in order to compute the gra-
dient of the objective function if one-sided finite differencing is used for the gradient evaluation.
If a more appropriate central differencing is used for the gradient evaluation, the number of calls
to the 3-D flow-field analysis code will immediately double. Despite this, the optimization
algorithms are still often misused to minimize the difference between the specified and the com-
puted surface flow data in inverse shape design - a task that is significantly more economical
when accomplished with any of the standard inverse shape design algorithms.

The most serious drawback of the brute force application of the gradient search opti-
mization in 3-D aerodynamics is that the computing costs increase nonlinearly with the growing
number of design variables thus making these algorithms suitable for smaller optimization
problems. On the other hand, the computing cost of using evolution search algorithms
increases only moderately with the number of design variables (Figure 74) thus making these
algorithms more suitable for large optimization problems. Only these optimization algorithms
that require minimum number of calls to the flow-field analysis code will be realistic candidates
for the 3-D aerodynamic shape optimization.

(a)

Computing time

(b)

Number of design variables

Figure 74 A sketch of the dependency of computational effort as a function of the
number of design variables for the case of a classical gradient search (a) and
genetic (b) optimization algorithms.
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Since the actual 3-D flow-field analysis codes of Euler of Navier-Stokes type are very
time consuming, the designer is forced to restrict the design space by working with a relatively
small number of the design variables for parameterization (fitting polynomials) of either the 3-D
surface geometry [170]-[172] or the 3-D surface pressure field [173], [174]. The optimization
code then needs to identify the coefficients in these polynomials. The most plausible choices
are cubic splines. Chebyshev and Fourier polynomials [175]-[177] are not advisable because
they become excessively oscillatory with the increasing number of terms in the polynomial.
Moreover, when perturbing any of the coefficients in such a polynomial, the entire 3-D shape
will change. Since it is absolutely necessary to constrain and sometimes disallow motion of par-
ticular parts of the 3-D surface, the most promising choices for the 3-D parameterization appear
to be different types of b-splines [178], [179], [171], [180], local analytical surface patches
[181], and local polynomial basis functions [182]. Only when it is possible to use simple and
very fast flow-field analysis codes could we afford an ideal optimization situation where each
surface grid point on the 3-D optimized configuration is allowed to move independently.

Single-cycle optimization [183] offers one viable approach at reducing the computing
costs. Here, the flow-field analysis code is run on each perturbed aerodynamic configuration for
only a small number of iterations (instead to a full convergence) before an optimizer is used to
determine the new geometry. An optimal aerodynamic shape is then found by optimally weigh-
ing each of the number of feasible configurations that can be obtained using inverse design
methods. Hence, this optimization approach guarantees that the final configuration will be real-
istically shaped and manufacturable, although the range of geometric parameters to be opti-
mized is limited by the geometry of the extreme members of the original family of
configurations.

11.2 Optimization Using Sensitivity Derivatives

Itis often desirable to have a capability to predict the behavior of the inputs to an arbitrary system
by relating the outputs to the inputs via a sensitivity derivative matrix [184]-[188], while treating
the system as a black box. The sensitivity derivative matrix can be used for the purpose of con-
trolling the system outputs or to achieve an optimized constrained design that depends on the sys-
tem outputs. The objective is to generate approximations of the infinite dimensional sensitivities
and to transfer these approximate derivatives to the optimizer together with the approximate
function evaluations. The control variables are then updated with the sensitivity derivatives
which are the gradients of the cost function with respect to the control variables. The general
concepts for the sensitivity analysis can be summarized as follows [185].

The system of governing flow-field governing equations after discretization results in a
system of non-linear algebraic equations

R(Q(D),X(D),D) = 0 (80)
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where Q is the vector of the solution variables in the flow-field governing system, X is
the computational grid and D is the vector of design variables (for example, coordinates of 3-D
aerodynamic shape surface points). Hence

dR _ oRdQ +8RdX LOR _
dD ~ 90dD 9XdD oD

0 (81)

Similarly, acrodynamic output functions (lift, drag, lift/drag, moment, etc.) are defined as
F = F(Q(D),X(D), D) (82)

Hence

dF _ oFdQ aFdX+aF

dD 00dD 9XdD oD (83)

System (81) is solved for the sensitivity derivatives of the field variables, dQ/dD,
which are then substituted into the system (83) in order to obtain the sensitivity derivatives of
the desired aerodynamic outputs, dF/dD. This approach is typically used if the dimension of F
is greater than that of D which is seldom the case in a 3-D aerodynamic shape design.

When the number of design variables D is larger than the number of the aerodynamic
output functions F, it is more economical to avoid solving for dQ/dD. This can be accom-
plished by using an adjoint operator approach where a linear system

(%)TA + (S—Z)T =0 (84)

must be solved first. Here, A is a discrete adjoint variable matrix associated with the
aerodynamic output functions, F. Substituting equation (84) into equation (83), it follows from
equation (81) that the aerodynamic output derivatives of interest can be computed from

dF _ ,1 (9RdX aR)+8FdX oF 5)

- = | — | —

dD 0XdD o0D) 0XdD oD

This quasi-analytical approach to computing sensitivity derivatives is more economi-

cal and accurate than when evaluating the derivatives using finite differencing. Nevertheless,
sensitivity analysis is a very costly process requiring a large number of analysis runs.

In the gradient-search optimization approach the flow analysis code must be called at
least once for each design variable in order to compute the gradient of the objective function



Aerodynamic Shape Optimization Methods 179

during each optimization cycle. Since each call to the analysis code is very expensive, such an
approach to design is justified only if a small number of design variables is used. In the case of
a 3-D design, this is hardly justifiable even if one uses 3-D surface geometry parametrization
which severely constrains 3-D optimal configurations.

One of the most promising recent developments in the aerodynamic shape design opti-
mization is a method that treats the entire system of partial differential equations governing the
flow-field as constraints, while treating coordinates of all surface grid points as design variables
[189]. This approach eliminates the need for geometry parameterization using shape functions
to define changes in the geometry. Since fluid dynamic variables, Q, are treated here as the
design variables, this method allows for rapid computation of partial derivatives of the objective
function with respect to the design variables. This approach is straightforward to comprehend
and efficient to implement in Newton-type direct fiow analysis algorithms where solutions of
the equations for dQ/dD or A amount to a simple back-substitution. The problem is that the
classical Newton iteration algorithm is practically impossible to implement for 3-D aerody-
namic analysis codes because of its excessive memory requirements when performing direct LU
factorization of the coefficient matrix.

Instead of using an exact Newton algorithm in the flow-analysis code, it is more cost
effective to use a quasi-Newton iterative formulation or an incremental iterative strategy [185],
[190] given in the form

oR (dQ) _ (BR)" _OR (dQ)” oRdX OR
50 P (dD) =\op) ~op \ap) "3xap 3D (86)
n+1 n
(Z—%) = (Z_QD—) + D(Z—%) ;n=1,23, ... (87)
where % could be any fully-converged numerical approximation of the exact Jaco-

bian matrix.

11.3 Constrained Genetic Evolution Optimization

Besides a wide variety of the gradient-based optimization algorithms, truly remarkable results
were obtained using an evolution type genetic algorithm or GA [168],[169],[191]. The GA meth-
ods simulate the mechanics of natural genetics for artificial systems based on operations which
are the counter parts of the natural ones. They rely on the use of arandom selection process which
is guided by probabilistic decisions. In general, a GA is broken into three major steps: reproduc-
tion, crossover, and mutation. An initial population of complete design variable sets are analyzed
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according to some cost function. Then, this population is merged using a crossover methodology
to create a new population. This process continues until a global minimum is found. Generally,
the design variable set that corresponds to the minimum point of the cost function will be repre-
sentative as having the most "successful” features of previous "generations" of designs in the op-
timization process.

Although the standard genetic algorithm (GA) is computationally quite expensive
since it requires a large number of calls to the flow-field analysis code, the robustness of this
algorithm and the ease of its implementation have created a recently renewed interest in apply-
ing it for aerodynamic shape design [192]-[201]. Nevertheless, the examples presented in these
publications involve aerodynamic shape optimization with a small number of design variables
that form a relatively compact function space. Solutions of such optimization problems would
be considerably more efficient when using more common gradient search algorithms. Moreo-
ver, none of the examples in these publications attempt to treat equality-type constrained opti-
mization which represents the most difficult problem for a typical GA algorithm. The classical
GA can handle constraints on the design variables, but it is not inherently capable of handling
constraint functions [198]. Most of the recent publications involving the GA and aerodynamic
shape optimization have involved problems posed in such a way as to eliminate constraint func-
tions, or to penalize the cost function when a constraint is violated. These treatments of con-
straints reduce the chance of arriving at the global minimum.

Probably the most attractive feature of the GA is its remarkable robustness since it is
not a gradient-based search method. The GA is exceptional at avoiding local minima, because it
tests possible designs over a large design variable space. Hence, the GA is especially suitable
for handling a large number of design variables that belong to widely different engineering dis-
ciplines, thus making it particularly suitable for true omplex multidisciplinary coptimization
problems. The GA is especially suitable for the types of problems where the sensitivity deriva-
tives might be discontinuous [173] which is sometimes the problem in 3-D aerodynamic opti-
mization. The number of cost function evaluations per design iteration of a GA does not depend
on the number of design variables. Rather, it depends on the size of the initial population.

There are some subtleties associated with the GA that, if treated properly, greatly
increases the effectiveness and usefulness of the method. One such subtlety involves the crosso-
ver procedure. When two members of the population are chosen for a crossover, their design
variable sets are generally encoded into strings called "chromosomes”. After a crossover has
taken place, the "child" variable set is recovered by decoding its newly created chromosome
string. When the design variables are floating-point numbers, as is usually the case, this coding
and decoding process can introduce a loss of precision arising from numerical truncation on a
finite precision computer. This is particularly true when the chromosome string format is
defined by a "bit-string" (a base 2 number), and the operating language is FORTRAN. A cross-
over method that preserves full precision in the design variables can be developed [202] by
changing the format of the coded chromosome string and by the implementation of C and C++
as the operating language instead of FORTRAN. Thesc languages allow bitwise shifting of
floating point numerics and require no coding or decoding processes whatsoever. The C++ lan-
guage further allows object-oriented programming techniques that provide a platform for the
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truest genetic interaction of design variable sets. Equality and non-equality constraints can be
incorporated by using Rosen's projection method [202],[180]. This improved GA could be used
as a black box optimizer in aerodynamics, elasticity, heat transfer, etc, or in a multidisciplinary
design optimization.

11.4 Hybrid GA/Gradient Search Constrained
Optimization

The GA has proven itself to be an effective and robust optimization tool for large variable-set
problems if the cost function evaluations are very cheap to perform. Nevertheless, in the field of
3-D aerodynamic shape optimization we are faced with the more difficult situation where each
cost function evaluation is extremely costly and the number of the design variables is relatively
large. Standard GA will require large memory if large number of design variables are used. The
number of cost function evaluations per design iteration of a GA increases only mildly with the
number of design variables, while increasing rapidly with the increased size of the initial popu-
lation. Also, the classical GA can handle constraints on the design variables, but it is not inher-
ently capable of handling constraint functions [198]. Thus, the brute force application of the
standard GA to 3-D aerodynamic shape design optimization is economically unjustifiable.

Consequently, a hybrid optimization made of a combination of the GA and a gradient
search optimization or the GA and an inverse design method has been shown be an advisable
way to proceed [180], [201]-[203]. Preliminary results obtained with different versions of a
hybrid optimizer that uses a GA for the overall logic, a quasi-Newtonian gradient-search algo-
rithm or a feasible directions method [167] to ensure monotonic cost function reduction, and a
Nelder-Mead sequential simplex algorithm or a steepest descent methodology of the design var-
jables into feasible regions from infeasible ones has proven to be effective at avoiding local
minima. Since the classical GA does not ensure monotonic decrease in the cost function, the
hybrid optimizer could store information gathered by the genetic searching and use it to deter-
mine the sensitivity derivatives of the cost function and all constraint functions [203], [180].
When enough information has been gathered and the sensitivity derivatives are known, the opti-
mizer switches to the feasible directions method (with quadratic subproblem) for quickly pro-
ceeding to further improve on the best design.

One possible scenario for a hybrid genetic algorithm can be summarized as follows:

« Let the set of population members define a simplex like that used in the Nelder-Mead
method.

« If the fitness evaluations for all of the population members does not yield a better solution,
then define a search direction as described by the Nelder-Mead method.

« If there are active inequality constraints, compute their gradients and determine a new
search direction by solving the quadratic subproblem.
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- If there are active equality constraints, project this search direction onto the subspace tan-
gent to the constraints.

« Perform line search.

Our recent work [203], [180] indicates that the hybrid GA can yield answers (Figure
75 and Figure 76) not obtainable by standard gradient methods at comparable convergence rates
(Figure 77). This hybrid optimizer can also handle non-linear constraint functions, although the
main computational cost will be incurred by enforcing the constraints since this task will
involve evaluating the gradients of the constraint functions.
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Figure 75 Our hybrid gradient search/genetic constrained optimizer keeps on
improving the design even beyond the known analytic optimal solution (von
Karman and Sears-Haack smooth ogives). It transformed an initially conical
configuration (a) with 100% drag into a smooth ogive shape (b) with 56 %
drag and finally into a star-shaped spiked missile (c) with only 22% of the
initial drag. Convergence history (d) shows monotonic convergence although
480 variables were optimized with a constrained volume and length of the
missile [203], [180].
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Figure 76

f = - Lift / Drag

Figure 77

Starting from an initially conical body at zero amgle of attack and a
hypersonic oncoming flow, the hybrid GA/gradient search constrained
algorithm arrived at this smooth, cambered 3-D lifting body with a
maximized value of lift-to-drag while maintaining the initial volume and

length [203], [180].
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Comparison of convergence histories of a constrained gradient search and a
constrained hybrid genetic/gradient search optimizer for example shown in

Figure 76, {203], [180].
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11.5 Conclusions

From the brief survey of positive and negative features of different optimization algorithms it
can be concluded that:

« brute force application of gradient search sensitivity-based optimization methods is very
computationally intensive and unreliable for large aecrodynamic problems since they are
prone to local minima,

« brute force application of genetic evolution optimizers is very computationally intensive
for realistic 3-D problems that involve a number of constraints, and

« use of hybrid genetic/gradient search constrained optimization algorithms offers the most
reliable performance and the best convergence.
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Chapter 12

Combined Optimization and Inverse Design of 3-D
Aerodynamic Shapes

George S. Dulikravich

12.1 Introduction

The main drawback of using constrained optimization in 3-D aerodynamic shape design is that
it requires anywhere from hundreds to tens of thousands of calls to a 3-D flow-field analysis
code. Since certain general 3-D aerodynamic shape inverse design methodologies require only
a few calls to a modified 3-D flow-field analysis code, it would be highly desirable to create a
hybrid new design algorithm that would combine some of the best features of both approaches
while requiring less computing time than a few dozen calls to the 3-D flow-field analysis code.
We will discuss two such hybrid design formulations that have been proven to work and are dis-
tinctly different from each other.

12.2 Target Pressure Optimization Followed by an
Inverse Design

The unique feature of this concept [204], [205] is that it offers the most economical approach to
constrained aerodynamic shape optimization. It consists of two steps: surface pressure con-
strained optimization followed by an inverse shape design. This approach avoids most of the lim-
itations of the inverse shape design while requiring considerably less computing time than the
direct geometry optimization.
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Surface pressure optimization phase of this design approach starts by parameterizing
the initial surface pressure distribution using B-splines [206]. Typically, between five and ten
control points in the B-spline representation are sufficient to describe the pressure distribution
on the upper surface and the similarly small number of control points is sufficient for represen-
tation of the pressure distribution on the lower surface of a two-dimensional (2-D) section of the
3-D object. For example, if 7 control points are used to parameterize the upper surface pressure
distribution and 7 control points are used to parameterize the lower surface pressure distribution
(Figure 78), then 4 control points will have to be used to fix the locations of leading and trailing
edge stagnation points. Constraints can be introduced at this stage by specifying the slopes of
the pressure distribution at the leading edge. This will require fixing one additional control
point on the upper and the lower surface pressure distribution [204). The steeper the leading
edge pressure distribution variation, the larger the leading edge radius of the resulting 2-D aero-
dynamic section will be. The optimization of the constrained surface pressure distribution can
then be achieved [207], [208] by optimizing the 8 "floating” control points each defined by its x-
coordinate and the corresponding value of pressure. The optimization is thus performed on sur-
face pressure distribution, not on the actual aerodynamic shape.

—Target pressures
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Figure 78  An example of surface pressure coefficient discretization using f-splines with
enforced constraints on the slopes of the Cp curves at the leading edge
stagnation point {204].

This means that the perturbations introduced in the surface pressure distribution during
the optimization will have to be somehow related to the global objectives like aerodynamic lift,
drag, etc. These global aerodynamic parameters depend on the geometric shape of the object
and on the pressure distribution on its surface. It is therefore necessary to relate the geometry of
the object and the surface pressure distribution. This is precisely what a typical flow-field anal-
ysis code should do except for the fact that geometry of the object is not known yet. A possibil-
ity would be to run an inverse shape design code for each surface pressure perturbation and then
to integrate the surface pressure in order to evaluate the corresponding lift, drag, etc. This is
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obviously an unacceptably, inefficient approach.

Instead, the guessed surface pressure distribution can be optimized without ever calling
a flow-field analysis code or the inverse shape design code. To accomplish this, use is made of
extremely efficient approximate relations [209], [210] relating the integrated surface pressure
distribution and the object's maximum relative thickness {209], specified location of the flow
transition points, and the aerodynamic drag with any of the classical boundary layer solutions
[210]. Then, the optimization of the few coefficients, for example, of B-spline parameterization
of the surface pressure distribution curves on each 2-D section can be performed reliably and
economically using an optimization algorithm [211], [204], [212]. Optimization of the surface
pressure distribution parameters, instead of directly optimizing the 3-D geometry parameters,
has several advantages: the total number of optimization variables is reduced, the range of p-
spline coefficient variations can be large, the design space does not have an excessive number of
Jocal minima, and the sensitivity derivatives do not have discontinuities. This procedure easily
accepts constraints on surface pressure distribution such as the desired slopes of the curves at
the leading and trailing edges, the maximum value of negative coefficient of pressure, a condi-
tion that the surface pressure distribution curves on the upper and the lower surface never cross
each other thus avoiding locally negative lift force. These optimization tasks can be reliably
achieved using a genetic evolution optimization algorithm [204], although an even more reliable
and computationally faster approach would be to use a hybrid genetic/gradient search optimiza-
tion algorithm [212], [213].

The second phase of this combined 3-D shape design procedure utilizes the optimized
surface pressure distribution and any of the fast inverse shape design algorithms [214], 204],
[215] to find the corresponding 3-D configuration (Figure 79).

The entire two-step design algorithm requires a minimum development time since B-
spline discretization codes, constrained optimization codes, flow-field analysis codes, and
inverse design codes are available to most acrodynamicists. If the optimized surface pressure
distribution results in a 3-D geometry which violates some of the local geometric constraints,
the computed pressure at the constrained points can be used instead of the optimized local pres-
sure. Moreover, this approach gives the designer a partial control of the key elements of the
design by asking him to specify a few key bounding features of the "good" surface pressure dis-
tribution and then letting the robust and fast optimizer find the details of the optimal pressure
distribution. Using this approach to shape optimization the designer also has the ability to visu-
ally control and terminate or restart the design process if he decides that the values of some of
his specified constraints could be improved.

The method offers the most economical and robust approach to 3-D constrained aero-
dynamic shape optimization (Figure 80) that consumes approximately 5 - 10 times the comput-
ing time needed by a single 3-D flow-field analysis [204]. This is much more cost-effective than
the classical approach of simultaneously optimizing the surface pressure distribution and the
corresponding 3-D geometry which costs an equivalent of hundreds and even thousands of flow
field analysis runs.
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Figure 79  An example of an initial and an optimized surface pressure distribution on a
3-D transonic wing planform. Notice that the optimized pressure distribution

is of the flat "roof-top" type [204].
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Figure 80  An example of a convergence history of target pressure optimization followed
by transpiration inverse design [204].
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12.3 Control Theory (Adjoint Operator) Approach

With the increasing number of variables that need to be optimized, the discrete function space
containing the optimization variables tends towards a continuous function space for which it is
possible to use a global analytical formulation (an adjoint system) instead of the local discretized
formulation (gradient search and genetic evolution algorithms). The control theory (adjoint op-
erator) concept is essentially a gradient search optimization approach where the gradient infor-
mation is obtained by formulating and solving a set of adjoint partial differential equations rather
than evaluating the derivatives using finite differencing. Like the classical optimization algo-
rithms, the control theory (adjoint operator) formulation can be used either for optimizing a 3-D
aerodynamic shape by maximizing its lift, minimizing drag, etc., or it can be used as a tool to
enforce the desired surface pressure distribution in an inverse shape design process. If the gov-
erning system of partial differential equations is large and the solution space is relatively smooth,
then the control theory (adjoint operator) approach is more appropriate than the classical optimi-
zation approaches [216]-[218]. The mathematical formulation is very involved and was only
briefly sketched in the previous lecture.

There have been several approaches at creating an aerodynamics control theory
(adjoint operator) formulation [216]-[233]. The early efforts [216]-[220} were highly mathemat-
ical, hard to understand and computationally intensive. Since then, two similar approaches have
been followed by most researchers. They are associated with the research teams of Professor A.
Jameson [221]-[225] who adopted and extended the previous efforts by the French researchers,
and the research team of Professor V. Modi [226]-[228] who followed a more comprehensible
mechanistic approach practised by researchers in the general fields of inverse shape design in
elasticity and heat conduction.

To date, successful and impressive results have been obtained by both research groups
where Jameson's group focused on transonic inviscid flow model and Modi's group focused on
incompressible viscous laminar and turbulent flow models of the flow field. Published results of
3-D elbow diffuser and airfoil shape optimization using the adjoint operator approach and
incompressible laminar and turbulent flow Navier-Stokes equations [226]-[228] suggest that a
typical optimized design consumes the amount of computing time that is equivalent to between
20 - 40 flow-field analysis (Figure 81, Figure 82). Similar total effort (an equivalent of 30-60
flow-field analysis) was reported for 3-D transonic isolated wing design using Euler equations
[21, 22]. This could be compared with several hundreds and even thousands of flow analysis
runs when using a typical genetic algorithm or a typical gradient search optimization algorithm.
These results dispel earlier reservations [30] that adjoint operator approach formulations might
not be computationally efficient since they involve the solution of the governing flow-ficld equa-
tions, an additional set of adjoint equations, and several more interface partial differential equa-
tions.
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Figure 81  History of the iterative evolution of a minimum drag airfoil starting from a
NACA0018 airfoil at Re = 5000. Labeling numbers correspond to the
iterative cycles each consisting of one flow-field analysis and one solution of
the adjoint system [228].
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Figure 82  History of the iterative evolution of hydrodynamic drag coefficient during the
shape optimization process with initial shape chosen as NACA 0018 and Re =
5000 [228].
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Although very impressive and mathematically involved, the general control theory
(adjoint operator) approach has certain problems. One drawback is that it does not always allow
for flow separation. The method also suffers from tendency to converge to any of the numerous
local minima like most of the gradient search optimizers. An additional drawback is that it
requires the derivation of an entirely new system of partial differential equations in terms of
some non-physical adjoint variables and specification of their boundary conditions. Choosing
correct boundary conditions for the adjoint system is quite a challenge since the adjoint varia-
bles are not physical flow quantities [228]. There are many ways to derive the adjoint system
and some additional partial differential equations coupling the original system and the adjoint
system [221]-[226]. If the adjoint system of partial differential equations is different from the
original system of the flow-field governing equations, a significant effort needs to be invested in
separately coding the two systems. If the adjoint system is almost the same as the original gov-
erning system, the numerical algorithms for the two systems are practically the same and the
entire approach could be implemented more readily using the existing CFD analysis software
[228]. Actually, if the adjoint system has the same form as the flow-field governing system
except that the sign of the convective term in the adjoint system is negative, the solution of the
adjoint system will represent a flow in the reverse direction (Figure 83 and Figure 84).

The complexity of the entire adjoint operator formulation makes it difficult to compre-
hend, implement and modify. Moreover, the adjoint operator formulation is very specific and
different formulation needs to be developed and coded for each flow field model (Euler, parabo-
lized Navier-Stokes, Navier-Stokes, etc.). The control theory (adjoint operator) approach is very
attractive if the designers want to use only one specific flow-field analysis code as the basis for a
design code and if they want to perform design in only one discipline (for example, aerody-
namic shape design only). Since the designers use a variety of progressively more sophisticated
design codes during the design process and since the design objectives are inherently multidisci-
plinary, the control theory (adjoint operator) approach can hardly be justified in the context of
the multidisciplinary objectives, funds typically available, and the time limits imposed on the
designer.

In the case of a truly multidisciplinary problem, a new adjoint system would have to be
derived and coded to solve several adjoint systems simultaneously. Since each disciplinary
analysis and adjoint system usually has vastly different time scales, the combined multidiscipli-
nary analysis and adjoint system would have a slow convergence rate and an overall marginal
stability because of a very large number of local minimums. Reliability of such a design system
might be questionable since it is known that sensitivity derivatives for highly non-linear systems
might be discontinuous [207]. The adjoint system must be discretized for an approximation to
the gradient to be found. This approach is less reliable than the implicit function theorem
approach [231], [232]. Therefore, finding the gradients of the objective function using informa-
tion from the discretized flow-field governing equations is more reliable [232] than if an ana-
lytic expression for the gradient is derived in terms of the exact flow-field solution and the
solution to the adjoint system [223].
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Figure 83  Horizontal components of the fluid velocity vector at different axial locations;
the flow is from left to right [228].

Figure 84  Horizontal components of an adjoint variable at different axial locations; the
"flow" of the adjoint vector is in the opposite direction to the physical fluid
flow if the adjoint system is made to resemble the flow-field governing system
except for the change in sign of the convective term [228].

An attractive extension of the control theory (adjoint operator) approach represents the
"one-shot" method [234]-[237]. It implicitly combines a multigrid solution technique with the
classical control theory for systems of partial differential equations. Consequently, this
approach is faster than the regular control theory (adjoint operator) approach where the multi-
grid technique was used only to accelerate the flow-field analysis code [225]. Nevertheless, the
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"one-shot" formulation and implementation are even more complex than the control theory
(adjoint operator) formulation, and it suffers from similar reliability issues due to the fact that it
might be equally prone to the local minima.

12.4 Conclusions

A number of existing and emerging concepts and methodologies applicable to automatic inverse
design and optimization of arbitrary realistic 3-D configurations have recently been surveyed and
compared [235]. These attempts to classify the design methods and to expose their major advan-
tages and disadvantages resulted in the following conclusions:

« control theory (adjoint operator) algorithms offer very economical shape design optimiza-
tion although they are complex to understand and develop, hard to modify, too field-spe-
cific, and prone to local minima,

« one-shot method should be further researched as an even more economical possible succes-
sor to the adjoint operator formulations with all of its drawbacks, and

- combination of hybrid genetic/gradient search constrained optimization of surface pressure
distribution followed by transpiration inverse design offers an attractive approach in the
immediate future because of its unsurpassed robustness and acceptable computing cost.
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Chapter 13

Thermal Inverse Design and Optimization

George S. Dulikravich

13.1 Introduction

During the design of high speed flight vehicles the designer should take into account the aerody-
namic heating due to surface friction and the high temperature air behind the strong shock waves.
The allowable exterior surface temperatures are limited by the material properties of the skin ma-
terial of the flight vehicle. In addition, the amount of heat that penetrates the skin structure should
be minimized since it will have to be absorbed by the fuel and not allowed to enter the passenger
cabin. A typical remedy is to cool the structure by pumping a cooling fluid (typically the fuel)
through numerous passages manufactured inside the outer structure of the flight vehicle. A de-
sign optimization method should therefore provide the designer with a tool to guide the develop-
ment of innovative designs of internally cooled, thermally coated or non-coated structures that
will cost less to manufacture, have a longer life span, be easier to repair, and sustain higher sur-
face temperatures.

13.2 Determination of Number, Sizes, Locations, and
Shapes of Coolant Flow Passages

During the past dozen years, the author's research team has been developing a unique inverse
shape design methodology and accompanying software which allows a thermal system designer
to determine the minimum number and correct sizes, shapes, and locations of coolant passages
in arbitrarily-shaped internally-cooled configurations [238}-[255]. The designer needs to specify
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both the desired temperatures and heat fluxes on the hot surface, and either temperatures or con-
vective heat coefficients on the guessed coolant passage walls. The designer must also provide
an initial guess of the total number, sizes, shapes, and locations of the coolant flow passages. Af-
terwards, the design process uses a constrained optimization algorithm to minimize the differ-
ence between the specified and computed hot surface heat fluxes by automatically relocating,
resizing, reshaping and reorienting the initially-guessed coolant passages. All unnecessary cool-
ant flow passages are automatically reduced to a very small size and eliminated while honoring
the specified minimum distances between the neighboring passages and between any passage
and the thermal barrier coating if such exists.

This type of computer code is highly economical, reliable and geometrically flexible if
it utilizes the boundary element method (BEM) instead of finite element or finite difference
method for the thermal field analysis. The BEM does not require generation of the interior grid
and it is non-iterative [238], [239]. Thus the method is computationally efficient and robust.
The resulting shapes of coolant passages are smooth, and easily manufacturable.

The methodology has been successfully demonstrated on 2-D coated and non-coated
turbine blade airfoils [240]-[249], scramjet combustor struts 252}, and 3-D coolant passages in
the walls of 3-D rocket engine combustion chambers [253] and 3-D turbine blades [254], [255].

Nonlinear BEM algorithms are the best choice for the thermal analysis because of their
computational speed, reliability (due to their non-iterative nature) and accuracy with elliptic
type problems. A simple method for escaping local minima has been implemented and involves
switching the objective function when a stationary point is achieved [245]. An accurate method,
based on exponental spline fitting and interpolation of the cost function values, has been devel-
oped for finding the value of optimal search step parameter during gradient search optimization
[244]. It is also possible to develop a version of the 3-D inverse shape design code that will
allow for multiple realistically shaped coolant flow passages with an arbitrary number of fins or
ribs in each of the passages {252] and prespecified locations of struts [242]. In addition, this ver-
sion of the 3-D inverse design code could allow for a variable thickness, segmented and non-
segmented thermal barrier coatings with temperature-dependent thermal conductivities.

13.3 Determination of Steady Thermal
Boundary Conditions

Inverse determination of unknown steady thermal boundary conditions when temperature and
heat flux data are not available on certain boundaries is an ill-posed problem [256]-[264] (Figure
85). In this case, additional overspecified measurement data involving both temperature and heat
flux are required on some other, more accessible boundaries or at a finite number of points within
the domain. For example, when using a BEM algorithm, if at all four vertices designated with
subscripts 1, 2, 3, and 4 of a quadrilateral computational grid cell the heat sources pi are known,

at two vertices both temperature @ = © and heat flux q = @ are known, while at the re-
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maining two vertices neither Q or q is known, the boundary integral equation becomes

(a)

(b)

Figure 85 Surface isotherms predicted on a circumferentially-periodic three-
dimensional segment of a rocket chamber wall with a cooling channel made
of four different materials: a) direct problem, b) inverse boundary condition

problem [261].
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Here, coefficients of [h] and [g] matrices are all known because they depend on geomet
ric relations and the configuration is known. In order to solve this set, all of the unknowns will
be collected on the right-hand side, while all of the knowns are assembled on the left. A simple
algebraic manipulation yields the following set:
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Since the entire right-hand side is known, it may be reformulated as a vector of
knowns, {F}. The left-hand side remains in the form [A]{X}. Also, additional equations may
be added to the equation set if, for example, temperature or heat flux measurements are known
at certain locations within the domain. In general, the geometric coefficient matrix [A] will be
non-square and highly ill-conditioned. Most matrix solvers will not work well enough to pro-
duce a correct solution. There exists a very powerful technique for dealing with sets of equa-
tions that are either singular or very close to singular. These techniques, known as Singular
Value Decomposition (SVD) methods [265], are widely used in solving most linear least
squares problems. Thus, using an SVD algorithm it is possible to solve for the unknown surface
temperatures and heat fluxes very accurately and non-iteratively. If the general formulation of
the problem is to be done with finite elements or any other numerical technique instead of
BEM, the inverse boundary condition determination problem would become iterative and
would require special regularization methods to keep it stable.

13.4 General Design Objectives

The objective of a conjugate heat transfer design and optimization program should be to provide
industry with a modular, reliable and proven design optimization tool that will take into account
the interaction of 3-D exterior hot gas aerodynamics, heat convection at the hot exterior surface,
heat conduction throughout the structure material, and heat convection on the walls of the inte-
rior coolant passages. Most of these concepts have already been individually developed, proven
and published by the author and other researchers, thus providing strong assurance that the over-
all integration can be successfully accomplished.

The entire program should be conveniently broken into individual self-sustaining mod-
ular tasks. To remain within the desired time frame and budget, the designers should try to uti-
lize as much as possible the existing analysis, inverse design and constrained optimization
computer codes. They should also try to implement methods for the acceleration of iterative
algorithms in arbitrary systems of partial differential equations on highly clustered grids [266].
To make the entire design optimization software package as flexible as possible and responsive
to the user's needs, it should be implemented on a cluster of disparate microcomputers, worksta-
tions, a vector multiprocessor, and a massively parallel processor.
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Such a design tool should feature the combination of fully 3-D (not 2-D or quasi 3-D)
aero and thermal capabilities dedicated to address user specified design objectives and improve-
ments, and should provide:

« optimization of surface heat fluxes and temperatures for minimum coolant flow rate,
» minimization of the number of coolant flow passages,
« optimization of thicknesses of walls and interior struts, and

« determination of convective heat transfer coefficients on surfaces of 3-D coolant passages.

These design objectives could be accomplished using a number of conceptually differ-
ent approaches. One specific set of scenarios that has been developed by the author can be sum-
marized as follows.

13.5 Optimization of Surface Heat Fluxes and Tem-
peratures for Minimum Coolant Flow Rate

As a by-product of the aerodynamic inverse design using Navier-Stokes computation of the hot
gas flow field (with the specified temperatures as thermal boundary conditions on the hot sur-
face) the corresponding hot surface heat flux distribution can be obtained. Since one of the global
objectives is to minimize the coolant mass flow rate, the total integrated hot surface heat flux
must be minimized. This can be achieved efficiently by utilizing a hybrid genetic evolution/gra-
dient search constrained optimizer [267] and a reliable thermal boundary layer code. Input to
such a code can be the hot surface temperature distribution. This temperature distribution can be
discretized using B-splines [268] so that the locations of B-spline vertices (control points) can
serve as the design variables. Each perturbation to the location of the B-spline vertices will create
different hot surface temperature distribution. Wherever the computed hot surface local temper-
atures are larger than the maximum allowable temperature specified by the designer, they can be
explicitly locally reduced to the maximum allowable temperature.

This temperature distribution and an already optimized hot surface pressure distribu-
tion can be used as inputs to the thermal boundary layer code. The hot surface heat flux distribu-
tion predicted by the thermal boundary layer code will be integrated to obtain the net heat input
to the 3-D structure. After the hot surface temperatures have converged to their values that are
compatible with the minimum net heat input to the structure, the aerodynamic shape inverse
design Navier-Stokes code can be run again subject to these optimized hot surface temperatures.
The resulting 3-D aerodynamic external shape will be slightly different than after the first
inverse shape design and if necessary, the entire hot surface thermal optimization will be
repeated with the redesigned external shape.

This repetitive simultaneous minimization of the integrated hot surface heat flux and
the truncation and maximization of the hot surface local temperatures will converge to the final
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aerodynamically optimized 3-D external shape that satisfies optimized surface pressure distri-
bution, maximum allowable surface temperature, and compatible hot surface thermal boundary
conditions. The minimized integrated hot surface heat fluxes imply a minimized coolant flow
rate requirement. Notice that this entire process does not require knowledge of the thermal field
and the coolant flow passage configuration inside the internally cooled structure.

13.6 Minimization of the Number of Coolant Flow
Passages

Thermal boundary condition inverse determination BEM codes can than use the hot surface tem-
peratures and heat fluxes and non-iteratively predict the distribution of temperatures and heat
fluxes on walls of the coolant passages. Convective heat transfer coefficients can then be com-
puted on the walls of the coolant passages. These coefficients might locally exceed the realistic
values attainable with the coolant flow in smooth passages. The locally varying heat convection
coefficients should, therefore, be limited to their maximum allowable values. The corresponding
modified heat fluxes on the walls of the coolant passages can then be determined. These "cold”
heat fluxes and temperatures will then be submitted to the BEM inverse code that will determine
the corresponding "hot" temperatures and heat fluxes. The resulting computed hot surface tem-
peratures and heat fluxes will be different from the optimized hot surface values. The difference
between the computed and the previously optimized hot surface temperatures and heat fluxes
will then serve as the forcing function in a constrained optimization code. It will drive the sizes
of unnecessary coolant passages to zero, while relocating, resizing, and reshaping the minimum
necessary number of the passages until the differences in the computed and the optimized hot
surface heat fluxes and temperatures are negligible. Minimum allowable distances among the
coolant passages or from the thermal barrier coating interface will serve as constraints (Figure
86 and Figure 87).
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Figure 86  Minimization of the number of circular cross-section coolant passages inside
a ceramically coated turbine blade airfoil: a) target geometry; b) initial guess,
and c) an almost converged final result of the inverse shape design [245).

© \ (d)

Figure 87  Geometric history of the optimization of a single coolant flow passage in a
three-dimensional turbine blade showing sections at (a) r = 0, (b) r = 0.25, (c)
r = 0.75, and (d) r = 1.0 subject to the specified temperatures and heat fluxes
on the blade hot surface and temperatures on the coolant passage wall [253],
[254].
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13.7 Optimization of Thicknesses of Walls and Inte-
rior Struts

Next, the designer could run a 3-D Navier-Stokes coolant flow analysis code and compare its
predicted coolant passage wall temperatures with the temperatures obtained in the previous task.
The objective could be to minimize the difference in coolant passage surface temperatures ob-
tained from the Navier-Stokes coolant flow analysis code and the heat conduction BEM code.
This will be achieved by further altering the shapes of the 3-D coolant passages. This iterative
modification of the 3-D coolant passages is required since all thermal boundary conditions on
the external and internal surfaces must be compatible with each other and with the corresponding
flow fields.

In addition, the converged configuration of the 3-D coolant passages might not be
desirable from the manufacturing point of view and might not be structurally sound. Thus, the
designer should use the converged configuration of the 3-D coolant passages only as an intelli-
gent initial guess to help in the structural design. For this purpose the designer might wish to
specify the locations of mid-planes of the walls separating the converged shapes of 3-D coolant
passages and treat them now as mid-planes of the future interior struts. Other design constraints
and requirements may be considered and incorporated. This automatically defines the initial
thickness distributions of each strut and the wall. These thicknesses can be parameterized with a
small number of B-spline coefficients which can then be the design variables in the optimization
Process.

13.8 Determination of Convective Heat Transfer
Coefficients on Surfaces of Coolant Passages

Since the local values for the convective heat transfer coefficient, h,,., on the surfaces of the 3-

D coolant flow passages have been specified thus far, it is necessary to compute their actual val-
ues. This can be done using a reliable 3-D Navier-Stokes code with the best turbulence model
available at the time. With the specified inlet coolant temperature and the already determined
temperature distribution on the walls of the coolant flow passages, a single run with the Navier-
Stokes code should predict a detailed distribution of h,,, on the 3-D surfaces of the coolant flow

passages.

If the predicted values of h,, are significantly different from those used in the previ-
ous tasks, the last two tasks should be repeated until convergence.
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13.9 Conclusions

It is possible for thermal design and optimization to perform relatively efficiently, even in a fully
3-D case, if BEM codes are used for thermal field analysis and inverse determination of unknown
boundary conditions and optimization is performed using a hybrid genetic evolution/gradient
search constrained optimization algorithm. One specific conjugate heat transfer design and op-
timization scenario has been suggested for which all of the individual tasks have been proven to
work by the author's research team. The main uncertainty of the entire conjugate heat transfer
design process still rests with the issue of reliability of turbulence models in typical 3-D Navier-
Stokes flow-field analysis codes to predict surface temperatures and heat fluxes.
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Chapter 14
Structural Inverse Design and Optimization

George S. Dulikravich

14.1 Introduction

Design of structural components for specified aecrodynamic and dynamic loads can be achieved
with an extensive use of a reliable and versatile stress-deformation prediction code and a con-
strained optimization code. The finite element method (FEM) is the favorite method for structur-
al analysis because of its adaptability to complex 3-D structural configurations and the ability to
easily account for a point-by-point variation of physical properties of the material. With the re-
cent improvements in the sparse matrix solver algorithms, the finite element techniques are also
becoming competitive with the finite difference techniques in terms of the computer memory and
computing time requirements. For relatively smaller problems in elasticity, it is even more ad-
vantageous to use boundary element method (BEM) because it is faster and more reliable since
it is non-iterative and it requires only surface discretization.

14.2 Optimization in Elasticity

The field of structural optimization [269]-[273] has a considerably longer history than aerody-
namic shape optimization. Almost every textbook on optimization involves examples from linear
elastostatics since these types of problems usually result in smooth convex function spaces that
have continuous and finite sensitivity derivatives, making them ideal for gradient search optimi-
zation. As the geometric complexity and the diversity of materials involved in aerospace struc-
tures has increased, so has the demand for a more robust non-gradient search optimization
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algorithms. Consequently, the majority of the present-day structural optimization is performed
using different variations of genetic evolution search strategy and a hybrid gradient/genetic ap-
proach [274], [275]. This is quite evident when researching the literature dealing with structures
made of composite materials, ceramically coated structures, and smart structures. In the case of
smart structures, their "smart" attribute comes from the ability of such materials to respond with
a desired degree of deformation to the applied pressure, thermal, electric or magnetic field. This
automatic response can be very fast and can be used for active control of the structural shape in
the regions exposed to the air flow. This influences the flow field, surface heat transfer and the
aerodynamic forces acting on the structure.

Structural optimization is routinely used for the purpose of achieving aeroelastic tai-
loring. Since this requires specifications of a large number of constraints in the form of desired
local deformations, this application can also be qualified as a de facto inverse structural shape
design. The objective is to find the appropriate shape and orientation of each layer of a compos-
ite material to be formed so that the final object (for example, a helicopter rotor blade, an air-
plane wing, etc.) will have the most uniform stress distribution (thus minimum weight) and,
when loaded, will deform into a desired form.

14.3 Inverse Problems in Elastostatics

An elastostatic problem is well-posed when the geometry of the general 3-D multiply-connected
object is known and either displacement vectors, u, or surface traction vectors, p, are specified
everywhere on the surface of the object. The elastostatic problem becomes ill-posed when either:
a) a part of the object's geometry is not known, or b) when both u and p are unknown on certain
parts of the surface. Both types of inverse problems can be solved only if additional information
is provided. This information should be in the form of over-specified boundary conditions where
both u and p are simultaneously provided at least on certain surfaces of the 3-D body.

The inverse determination of locations, sizes and shapes of unknown interior voids
subject to overspecified stress-strain outer surface field is a common inverse design problem in
elasticity [276]-[279]. The general approach is to formulate a cost function that measures a sum
of least squares differences in the surface values of given and computed stresses or deforma-
tions for a guessed configuration of voids. This cost function is then minimized using any of the
standard optimization algorithms by perturbing the number, sizes, shapes and locations of the
guessed voids. Thus, the process is identical to the already described inverse design of coolant
flow passages subject to over-specified surface thermal conditions [280]. It should be pointed
out that this approach to inverse design of interior cavities and voids can generate interior con-
figurations that are potentially non-unique.
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14.4 Inverse Determination of Elastostatic
Boundary Conditions

Another type of inverse problem in elastostatics is to deduce displacements and tractions on sur-
faces where such information is unknown or inaccessible, although the geometry of the entire 3-
D configuration is given. It is often difficult and even impossible to place strain gauges and take
measurements on a particular surface of a solid body either due to its small size or geometric in-
accessibility or because of the severity of the environment on that surface. With our inverse
method [281] these unknown elastostatics boundary values can be deduced from additional dis-
placement and surface traction measurements made at a finite number of points within the solid
or on some other surfaces of the solid. This approach is robust and fast since it is non-iterative.
A similar inverse boundary value formulation has been shown [282] to compute meaningful and
accurate thermal fields during a single analysis using a straight-forward modification to the BEM
non-linear heat conduction analysis code. An example of the concept follows using the BEM.

In general elastostatics, we can write for any discretized boundary point "i" and for
each direction "1" a boundary integral equation [283]

[ { * *

where the asterisk designates fundamental solutions and the term c; is obtained with
some special treatment of the surface integral on the left hand side [283]. Explicit calculation of
this value can be obtained by augmenting the surface integral over the singularity that occurs
when the integral includes the point "i". Fortunately, explicit calculation is not necessary as it
can be obtained using the rigid body motions. The boundary G is discretized into Nsp surface
panels connected between N nodes. The functions u and p are quadratically distributed over
each panel with adjacent panels sharing nodes such that there will be twice as many boundary
nodes as there are surface panels. A transformation from the global (x,y) coordinate system to a
localized boundary fitted (§,n) coordinate system is required in order to numerically integrate
each surface integral using Gaussian quadrature. The displacements and tractions are defined in
terms of three nodal values and three quadratic interpolation functions. The whole set of bound-
ary integral equations can be written in matrix form (ommiting the body forces for simplicity) as

[H{U} = [GI{P} (91)

where the vectors {U} and {P} contain the nodal values of the displacement and trac-
tion vectors. Each entry in the [H] and [G] matrices is developed by properly summing the con-
tributions from each numerically integrated surface integral. The surface tractions were allowed
to be discontinuous between each neighboring surface panel to allow for proper corner treat-
ment. The set of boundary integral equations will contain a total of 2N equations and 6N nodal
values of displacements and surface tractions.
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For a well-posed boundary value problem, at least one of the functions, u or p, will be
known at each boundary node (either Dirichlet or von Neumann boundary condition) so that the
equation set will be composed of 2N unknowns and 2N equations. Since there are two distinct
traction vectors at corner nodes, the boundary conditions applied there should include either
two tractions or one displacement and one traction. If only displacements are specified across a
corner node, special treatment is required [283].

For an ill-posed boundary value problem, both u and p should be enforced simultane-
ously at certain boundary nodes, while either u or p should be enforced at some of the other
boundary nodes, and nothing enforced at the remaining boundary nodes. For the simple exam-
ple of a quadrilateral plate with four nodes, if at two boundary nodes both u = U and p = P are
known, but at the other two nodes neither u nor p is known, the BEM equation set before any
rearrangement appears as

hiy hyy hy3 hlz: U, 811812 8 814 |P1
haoy hyy bz hos| |42 _ |821 822 823 824 | P2 ©92)
h3y hyy hag Byl [Us 831 832 833 834 |Ps3
Pag hag haz hag) [Ua]  |841 842 843 8a4| | P4

where each of the entries in the [H] and [G] matrices is a 3x3 submatrix in 3-D elasto-
statics. Straight-forward algebraic manipulation yields the following set

— - - - - — - — -

hit =812 My 814 |%2 —hy1 811 P13 813) Uy f1
hyy =823 hos —824| |P2| _ [h21 821 —has 83| | P1| _ |2 93)
h3y —833 Mg =834 |U4 —h31 831 —ha3 833| |P3 f3
14y —842 Py —8a4| |Pa —ha1 841 ~Pa3 8a3] | P3) S 4]

The right-hand side vector {F} is known and the left-hand side remains in the form
[A]{X}. Once the matrix [A] is solved, the entire u and p fields within the solid can be easily
deduced from the integral formulation. The equation set [A]{X} = {F} resulting from our
inverse boundary value formulation is highly singular and most standard matrix solvers will
produce an incorrect solution. Singular Value Decomposition (SVD) methods [284] can be used
to solve such problems accurately. The number of unknowns in the equation set need not be the
same as the number of equations [284], so that virtually any combination of boundary condi-
tions will yield at least some solution. Additional equations may be added to the equation set if
u measurements are known at locations within the solid in order to enhance the accuracy of the
inverse steady boundary condition algorithm. A proper physical solution will be obtained if the
number of equations equals or exceeds the number of unknowns. If the number of equations is
less than the number of unknowns, the SVD method will find one solution, although it does not
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necessarily have to be the proper solution from the physical point of view [285]. Thus, the more
overspecified data is made available, the more accurate and unique the predicted boundary val-
ues will be.

The accuracy of the inverse boundary condition code was verified [281] on simple 2-D
geometry consisting of an infinitely long thick-walled pipe subject to an internal gauge pressure.

The shear modulus for this problem was G = 8.0x10* N/mm? and Poisson's ratio was v = 0.25.
The radius of the inner surface of the pipe was 10 mm and the outer radius was 25 mm. The
inner and outer boundaries were discretized with 12 quadratic panels each. The internal gauge

pressure was specified to be P, = 100 N/mm?, while the outer boundary was specified with a

zero surface traction. Figure 88 depicts a contour plot of constant values of stress tensor compo-
nents Gy, that was computed using the analysis version of our second-order accurate BEM elas-

tostatic code. The numerical results of this well-posed boundary value problem were then used
as boundary conditions applied to the following two ill-posed problems.
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Figure 88  Contours of constant stress, Oy, from the wellposed analysis of an annular
pressurized disk.

First, the displacement vectors computed on the inner circular boundary were applied
as over-specified boundary conditions in addition to the surface tractions already enforced there.
At the same time nothing was specified on the outer circular boundary. Figure 89 represents the
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contour plot of oy, that was obtained with our inverse boundary value BEM code. This stress

averaged a much larger error, about 3.0%, with some asymmetry in the stress field, when com-
pared with the analysis results.

Next, the displacement vectors computed on the outer circular boundary by the well-
posed numerical analysis were used to over-specify the outer circular boundary. At the same
time nothing was specified on the inner circular boundary. Figure 90 the contour plot of o,y as

computed by the inverse BEM technique. The predicted inner surface deformations were in
error by less than 0.1%, while the predicted inner surface stresses averaged less than a 1.0%
error as compared to the analysis results.
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Figure 89 Contours of constant stress, Oyys from the ill-posed analysis of an annular
pressurized disk: inner boundary over-specified. '

It seems that an over-specified outer boundary produces a more accurate solution than
one having an over-specified inner boundary. It was also shown that as the over-specified
boundary area or the resolution in the applied boundary conditions was decreased, the amount
of over-specified data also decreases, and thus the accuracy of the inverse boundary value tech-
nique deteriorates.
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Figure 90  Contours of constant stress, Oy, from the ill-posed analysis of an annular
pressurized disk: outer boundary over-specified.

14.5 Conclusions

Structural design of complex 3-D composite structures is possible only by using reliable optimi-
zation codes. For simpler configurations with smaller numbers of variables it is also possible to
use inverse shape design methodologies based on over-specified surface tractions and deforma-
tions. Inverse shape design and inverse boundary condition determination can be performed us-
ing both BEM and finite element techniques. Hybrid optimization algorithms [286] that are based
on genetic evolution, simulated annealing, fuzzy logic and neural networks and thatinvolve man-
ufacturing constraints {287]-[288] will be the candidates for active elastodynamic/aeroelastic
control of smart structures.
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Chapter 15

Multidisciplinary Inverse Design and Optimization
(MIDO)

George S. Dulikravich

15.1 Introduction

Designing for improved performance and life expectancy of high speed transport configurations
is traditionally conducted by performing a repetitive sequence of uncoupled, single-discipline
analyses involving flow field, temperature field, stress-strain field, structural dynamics, manu-
facturability tradeoffs and a large amount of personal designer's experience and intuition [289]-
[295]. Since the entire aircraft system is seemingly highly coupled, it would be plausible that both
analysis and design should be performed using an entirely new generation of computer codes that
solve a huge system of partial differential equations governing aerodynamics, elastodynamics,
heat transfer inside the structure, dynamics, manufacturing cost estimates, etc. simultaneously.
This approach offers very stable computation since all boundary and interfacing conditions are
incorporated implicitly. On the other hand, this approach might not be the most computationally
economical since different subsystems (Navier-Stokes equations, elastodynamic equations, heat
conduction equation, Maxwell's equations, etc.) that form such a complex mathematical system
have vastly different eigenvalues and consequently converge at significantly different rates to a
steady state solution. In addition, a rigorous analysis can show that even seemingly highly cou-
pled systems are only loosely coupled and can be analyzed semi-sequentially [296]. Such a semi-
sequential approach is presently used by most researchers and the industry since it can utilize
most of the existing analysis and inverse design and optimization software as ready and inter-
changeable modules with minimum time invested in their modifications. Nevertheless, this ap-
proach is much more prone to global instability because of the often unknown and inadequately
treated boundary and interface conditions.
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In the remaining part of this article the focus will be on the computational grid, accel-
eration of iterative algorithms and parallelization and networking issues that are pertinent to the
MIDOQ efforts.

15.2 Computational Grid Generation

It is well understood that automatic discretization (boundary-conforming computational grid
generation) is the main bottleneck of the entire computational acrodynamics. Typically, it takes
more time to generate an acceptable new grid for a new realistic 3-D aerodynamic configuration
than it takes to predict the 3-D flow field around it. Since any shape inverse design and optimi-
zation effort implies repetitive generation of the 3-D grid, it is quite clear that developing a user-
friendly, fast and reliable 3-D computational grid generation code is an extremely important is-
sue. The existing automatic 3-D grid generation codes accept surface grid coordinates as an input
and then generate the coordinates of field grid points. This approach is not reliable in the sense
that there is no guarantee that some of the generated grid cells will not fold-over, or become nee-
dle-like, or that excessively large cells will not neighbor excessively-small grid cells, or that the
grid will not be sufficiently clustered in the regions of interest, or that the grid will not become
excessively non-orthogonal. Such problems cause significantly slower convergence of the anal-
ysis iterative algorithms, they create significantly larger computational errors, cause numerical
instability, and often lead to outright divergence of the iterative process.

Any grid generation algorithm must be computationally efficient in terms of storage
and execution time and able to accept even incomplete initial grids, that is, the grids that have
only surface grid points resulting from a solid modeling software package (for example,
CATTA). One technique capable of generating reliable 3-D grids in an a posteriori fashion is
the grid optimization method which has been applied to 2-D [297] and 3-D {298] structured and
block-structured [299] and to 2-D triangular unstructured grids including automatic solution-
adaptive clustering [300]. This fully 3-D robust computational grid post-processing algorithm
checks the entire original grid for possible negative Jacobians (existence of fold-over grid cells),
untangles the grid lines, and optimizes the grid in a sense that it becomes maximally locally
orthogonal and smoothly clustered in the regions of interest.

Notice that this grid generation procedure is especially suitable to the tightly coupled
approached mentioned above. In this case, the grid from the flow field smoothly blends with the
grid in the solid structure and the interior of the aircraft while clustering at the interface sur-
faces.
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15.3 Convergence Acceleration and Reliability
Enhancement

At present, it is possible to solve an impressive array of complex fluid dynamic problems by nu-
merical techniques, but in many instances a minor change in the problem being computed can
require an unwarranted amount of operator intervention, and/or an unexpectedly large increase
in computer time. For example, a minor change in geometry or grid spacing sometimes has a ma-
jor effect on convergence and can even lead to divergence, while coaxing a new problem through
to a successfully converged solution can take many hours for even an experienced numerical an-
alyst. Difficulties of this nature frequently dominate the cost of completing numerical solutions
and can prevent the effective implementation of numerical techniques in design procedures.

Reduction of total computing time required by iterative algorithms for numerical inte-
gration of Navier-Stokes equations for 3-D, compressible, turbulent flows with heat transfer is
an important aspect of making the existing and future analysis and inverse design codes widely
acceptable as main components of optimization design tools. Reliability of analysis and design
codes is an equally important item especially when varying input parameters over a wide range
of values. Although a variety of methods have been tried, it remains one of the most challenging
tasks to develop and extensively verify new concepts that will guarantee substantial reduction of
computing time over a wide range of grid qualities (clustering, skewness, etc.), flow field
parameters (Mach numbers, Reynolds numbers, etc.), types and sizes of systems of partial dif-
ferential equations (elliptic, parabolic, hyperbolic, etc.). While a number of methods are capable
of reducing the total number of iterations required to reach the converged solution, they require
more time per iteration so that the effective reduction in the total computing time is often negli-
gible.

The existing techniques for convergence acceleration are known to have certain draw-
backs. Specifically, residual smoothing [301], although simple to implement, is a highly unreli-
able method, because it can offer either substantial reduction of number of iterations or it can
abruptly diverge due to a poor choice of smoothing parameters [302]. Enthalpy damping [301]
assumes constant total enthalpy which is incompatible with viscous flows including heat trans-
fer. Multigridding in 3-D space is only marginally stable [303] when applied to non-smooth and
non-orthogonal grids. GMRES method [304] based on conjugate gradients requires a large
number of solutions to be stored per each cycle which is intractable in 3-D viscous flow compu-
tations. Power method [305] which is practically identical to the GNLMR method [306] works
well with a multigrid code. Without multigridding, it is highly questionable if the power method
would offer any acceleration when applied to a system of nonlinear partial differential equa-
tions. Despite the multigrid method's superior capability of effectively reducing low and high
frequency errors yielding impressive convergence rates, its efficiency is significantly reduced on
a highly-clustered grid [302], [303] and it is difficult to implement reliably. The precondition-
ing methods [307), although very powerful in alleviating the slow convergence associated with a
stiff system for solving the low Mach number compressible flow equations, have not been
shown to perform universally well on highly- clustered grids. Distributed Minimal Residual
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(DMR) method [308], [309] in its present form has the same problem in transonic range.
Numerous other methods have been published that are considerably more complex, while less
reliable and effective.

The main commonality to all of these methods is that they all experience loss of their
ability to reduce the computing time on highly-clustered non-orthogonal grids [307], [310] that
are unavoidable for 3-D aerodynamic configurations and high Reynolds number turbulent
flows.

Existing iterative algorithms are based on evaluating a correction, AQ', to each of the
variables and then adding a certain fraction, @ AQ', of the correction to the present value of the
vector of variables, Q', thus forming the next iterative estimates as

Qt+l =Qt+wAQt (94)

The optimal value of the relaxation factor, w, can be determined from the condition
that the future residual is minimized with respect to .

Instead, corrections from N consecutive iterations could be saved and added to the
present value of the variable in a weighted fashion, where each of the consecutive iterative cor-
rections is weighted by its own relaxation factor. This is the General Nonlinear Minimal Resid-
ual (GNLMR) acceleration method [306], summarized as

t t-N-1

o't = Qt+m'AQ'+w'_1AQ'_1+...+m AQ‘_N_1 (95)
The optimal values of the relaxation factors, @, can be determined from the condition

that the future residual is minimized simultaneously with respect to each of the N values of w's.

Now, let us consider an arbitrary system of M partial differential equations. If the
GNLMR method is applied to each of the M equations so that each equation has its own
sequence of N relaxation factors premultiplying its own N consecutive corrections, this defines
the Distributed Minimal Residual (DMR) acceleration method [308], [309] formulated as

0" = @} +wlAg) + 0} IAg  H oV A ! (96)

t+1

Qy = Q,tw+w;”AQ;,+co;;1AQ;;1 +...+m;;N'1AQ;;4N_1 N

The DMR is applied periodically where the number of iterations performed with the
basic non-accelerated algorithm between two consecutive applications of the DMR is an input
parameter. Here, o's are the iterative relaxation parameters (weight factors) to be calculated and
optimized, AQ's are the corrections computed with the non-accelerated iteration scheme, N
denotes the total number of consecutive iteration steps combined when evaluating the optimum
's, and M stands for the total number of equations in the system that is being iteratively solved.
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The DMR method calculates optimum @'s to minimize the L-2 norm of the future residual of the
system integrated over the entire domain, D. The present formulation of the DMR uses the same
values of the N x M optimized relaxation parameters at every grid point, although different parts
of the flow field converge at different rates.

An arbitrary system of partial differential equations governing an unsteady process can
be written as R = %? = L(Q), where Q is the vector of solution variables, t is the physical

time, L is the differential operator and R is the residual vector.

Sensitivity-Based Minimum Residual (SBMR) method [311], [312] uses the fact that
the future residual at a grid point depends upon the changes in Q at the neighboring grid points
used in the local finite difference approximation. The sensitivities are determined by taking par-
tial derivatives of the finite difference approximation of R, (r=1,...rmax where rmax is the
number of equations in the system) with respect to each component of Qy (m=1,..., M where
M is the number of unknowns; s = 1,...,S where S is the number of surrounding grid points
directly involved in the local discretization scheme). This information is then utilized to effec-
tively extrapolate Q so as to minimize the future residual, R. Nine grid points located at (i-1,j-1;
i-1j; i-1, j+1; i-1; Lj; Lj+1; i+1-1; i+1,j; i+1,)+1) are used to formulate the global SBMR
method for a two-dimensional problem when using central differencing compared to nineteen
grid points for a three-dimensional case when using central differencing. This approach is dif-
ferent from the DMR [308], [309] method where the analytical form of R was differentiated.

Suppose that we are performing an iterative solution of an arbitrary evolutionary sys-

tem using an arbitrary iteration algorithm. Suppose we know the solution vectors Q' and Q%" at
iteration levels t and t+n, respectively. Here, n is the number of regular iterations performed by
the original non-accelerated algorithm. Then, AQ between the two iteration levels is defined as

t+n t . . sy .

0 = O + AQ if no acceleration algorithm is used. Using the first two terms of a Taylor
series expansion in the artificial (iterating) time direction, the residual for each of the equations
in the system after n iterations is

14
t+n t MSOR,
Rr = Rr + Zm EsmAQm, s (98)

Notice that the total number of equations in the system is the same as the total number
of unknown components of Q, that is, rmax = M. If we introduce convergence rate acceleration

coefficients o, 0, ... , Oy multiplying corrections respectively, then each component,
t+n)+1 . . .
an s ) , of the future solution vector at the grid point, s, can be extrapolated as
(t+n)+1 _

O, s Qin, sT 0, A0, ¢ (99)
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This can be applied at every grid point in the domain, but it results in a huge system of
imax x jmax x kmax x M unknown acceleration coefficients, o If each of the os is assumed to
have the same value over the entire domain, D, the number of unknown a's is reduced to M.
This pragmatic approach is called the global SBMR method [311], [312]. It requires solution of
a much smaller M x M matrix. The future residual at the iteration level (t+n)+1 can, therefore,
be approximated by

!
(t+m+1 _ ot M soR,
R, =R, +) [am -y mAQm, . (100)
Subtracting (94) from (96) yields
R - RS (0-1)-a,, (101)

where

sath
a. . =

rm s an’ SAQm, s (102)

The optimum o('s are determined such that the sum of the L-2 norm of the future resid-
uals over the entire domain, D, will be minimized.

2 n
rmaxa(R£t+n)+l) aR£t+ )+1 em+l

22 @ =2, s R =0 (103)

for m = 1,..,M. With the help of (101) and (102), the system (103) becomes

202:”‘“{1&;*" +Y 4, (@- 1)a,l} =0

202:'"”{16%2:‘1,”, (- 1>a,2} = 0 (104)

EDZ:MEX{R£+"+ Z:Ia’”‘ (a— UarM} -0
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In equation (101), the R's and a's are known from the preceding iteration levels. Since
each oy, is assumed to have the same value over the entire computational domain, equation

(104) gives a tractable system of M simultaneous algebraic equations for M optimum oy, 0, ...,
o\

I3, (™ 010 -0 [ (B o] =0 = - (S )
[ED (z:maxarlarz)] . (al ~1)+..+ [ZD (z:maxarMarz)] . (aM ~-1) = —ED (2:”“” Rtr+ nar2) (105)

[ZD @:maxarlarM)] oy - N+..+ I:ZD (z:max arMarM)] (o - 1) = _20 (Z:maxR,r.,_ narM)

For the general case of a system composed of M partial differential equations with M
unknowns, the system (105) will become a full M x M symmetric matrix for M unknown opti-
mum o's.

It is plausible that for non-uniform computational grids and rapidly varying dependent
variables, optimum ofs should not necessarily be the same over the whole computational
domain. A modification of the SBMR method called Line Sensitivity-Based Minimal Residual
(LSBMR) method was developed [311], [312] to allow o's to have different values from one
grid line to another. The resulting system has, for example, jmax x M unknown o's, which is
quite tractable, although it is more complex to implement than the SBMR method.

The performance of the SBMR and the LSBMR methods [311}], [312] depends on how
frequently these methods are applied during the basic iteration process and on the number of
jiterations performed with the basic iterative algorithm that are involved in the evaluation of the
change of the solution vector. In the case of two-dimensional incompressible viscous flows
without severe pressure gradient, the SBMR and LSBMR methods significantly accelerate the
convergence of iterative procedure on clustered grids with the LSBMR method becoming more
efficient as grids are becoming highly clustered. The SBMR and the LSBMR methods tested for
a two-dimensional incompressible laminar flow maintain the fast convergence for highly non-
orthogonal grids and for flows with closed and open flow separation. The SBMR method is
capable of accelerating the convergence of inviscid, low Mach number, compressible flows
where the system is very stiff. An Alternating Plane Sensitivity-Based Minimal Residual
(APSBMR) method [312], a three-dimensional analogy of the LSBMR method, has been shown
to successfully reduce the computational effort by 50% when solving a three-dimensional, lam-
inar flow through a straight duct without flow separation.

The general formulation of these acceleration methods is applicable to any iteration
scheme (explicit or implicit) as the basic iteration algorithm. Hence, it should be possible to
apply these convergence acceleration methods in conjunction with the other iteration algorithms
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and with other acceleration methods (preconditioning [307], multigridding [310], etc.) to
explore the possibilities for a cumulative convergence acceleration effect.

In the case of optimization methods based on sensitivity analysis, the main difficulty is
to make the evaluation of the derivatives less difficult and more reliable. A worthwhile effort is
to research further on use of the automatic differentiation (ADIFOR) based on a chain-rule for
evaluating the derivatives of the functions defined by flow analysis code with respect to its input
variables [313]-[317]. This approach still needs to be made more computationally efficient. One
obvious possibility is to utilize parallel computer architecture in the optimization process not
only with the gradient search algorithms [318], [319], but especially with genetic evolution
algorithms [320] where massively parallel approach should offer impressive reductions in com-
puting time. The use of parallel computing will become unavoidable as the scope of optimiza-
tion becomes multiobjective [321]-[325].

An equally worthwhile effort is to further research the "one shot" method that carefully
combines the adjoint operator approach and the multigrid method [326]. This algorithm opti-
mizes the control variables on coarse grids, thus eliminating costly repetitive flow analysis on
fine grids during each optimization cycle. The entire shape optimization should be ideally
accomplished in one application of the full multigrid flow solver [326].

Finally, it should be pointed out that although the exploratory efforts in applications of
neural networks [327], [328] and virtual reality are still computationally inefficient, their time is
coming inevitably as we attempt to optimize the complete real aircraft systems. Recent pioneer-
ing efforts [329] in coupling wind tunnel experimental measurements and a multiobjective
hybrid genetic optimization algorithm indicate that the decades old dream of effectively and
harmoniously utilizing both resources is soon to become a reality.

15.4 Parallelization and Networking Issues

The treatment of complex geometries has led us to adopt a multi-block grid made of several
structures with overlapping or patched domains. The method of distributing domains over proc-
essors is important in that it leads to typical load balancing problems and synchronization of
waiting time. Issues that need to be addressed are: flexibility in load balancing, reading and gen-
erating block data, reading and generating interface data, and updating block and interface data
during communication. The advantage in using the multi-block approach is that one can have
more than one block solver (for example, Euler, Navier-Stokes, etc.) in different blocks depend-
ing on the complexity of the flow field in a given block, thereby improving the overall efficiency
of the algorithm. The most important parallelization issue for CFD applications is the way in
which the computational domain is partitioned among a cluster of processors. Even a highly ef-
ficient parallel algorithm can give poor results for a poorly implemented domain decomposition.
The domain decomposition technique has been successfully implemented on both SIMD and dis-
tributed memory MIMD computers. Algorithms like the "Masked Multi-block Algorithm" allow
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for dynamically partitioning the domain depending on the distribution of load among processors.
This eliminates the possibility of distributing each domain on a processor since in most cases do-
mains will have irregular sizes. Other algorithms distribute separated planes of a 3-D computa-
tional domain between processors to synchronize time waiting. The measure of the efficiency of
a parallel algorithm is given by the ratio of the computation time to the communication time for
a particular application. High performance message passing can be achieved by "overlapping
communication”, performing assembly-coded gather-scatter operations. A machine like the CM-
2 is a SIMD type machine where most of the parallelization is carried out by the compiler which
is responsible for data layout. The Cray's parallel processing capabilities can be exploited by the
use of "auto-tasking” wherein the user indicates points of potential parallelism in the implemen-
tation by the use of directives which instruct a pre-processor to reconfigure the source program
in such a way so as to enable maximum speedup to be obtained.

An alternative to parallel hardware architecture is the poor man's machine or PVM
(Parallel Virtual Machine) that can simulate a parallel machine across a host of serial machines.
The programming model supported by PVM is distributed memory multi-processing with low
level message passing. A PVM application essentially uses routines in the PVM to do message
passing, process control and automatic data conversion. A special process runs on each node
(each machine) of the virtual machine and provides communication support and process con-
trol. However since message passing is carried out on the Ethernet it is considerably slower than
the Intel Interprocessor network. There is also an overhead on account differences between
speeds of different machines that create load balancing problems.

15.5 Suggested General Structure of the
MIDO Algorithms

Any MIDO algorithm stresses high transportability as well as extensive graphical user interac-
tion and support. The product is a full featured, self-configuring MIDO package capable of uti-
lizing a variable number of diverse CPU's and input/output devices that is valuable to research
and industrial practical use. Massively parallel machines are the latest significant step in this
technology. This expansion from a single CPU has greatly increased computational power; how-
ever, it has also increased the problem of transportability of the software. The rationale behind
the advent of FORTRAN 90 was that users needed a standard method for the utilization of a var-
iable number of CPU's. The CPU job tasking, while referred to by the programmer, is essentially
handled by the FORTRAN 90 compiler. While FORTRAN 90 delivers a standard to the user of
parallel machines, it in no way increases the user's interface with the code itself. The researcher
or design engineer who simply provides a source code to the FORTRAN 90 compiler has no
standard method for producing runtime graphics, real-time flow-field visualization, or other
graphical user interactions. The only option for the user is to make calls to an external graphics
package that is loaded on the particular system in use. By doing this, the generality of the code
is lost. This problem is also true of other input/output devices.
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This problem can be solved by giving the user real-time graphical visualization as an
integral part of the MIDO software package that will allow researchers and design engineers to
watch as they analyze and optimize their designs. Furthermore, criteria and boundary condi-
tions are dynamic, allowing users to alter or update them as execution progresses. The problem
of transportability is overcome because the package does not require a compiler since such
MIDO package is pre-compiled and pre-linked. It is a stand-alone executable that detects and
utilizes the host system. It is a self-contained, auto-configuring package that is to aerodynamic
shape design and thermal design what I-DEAS and GENESIS are to structural design. An exe-
cutable such as this MIDO package, can also be developed in lower level languages such as C/
C++ or Assembler rather than less efficient high level languages such as FORTRAN. As well as
being more efficient, low level languages operate in a regime that is close to the native language
of the machine, allowing direct manipulation of the host system hardware. This direct access
programming allows the final product to be highly modular and adaptable. These advantages
could be utilized in the MIDO package with the end result that the user can choose the desired
aspects of the package, and the algorithm will conform itself.

Because of the complex algorithms and high degree of programming skills required for
this package, the development process can be divided in two stages.

During the first stage of such a MIDO package development, it can be written in FOR-
TRAN 77 so that its legitimacy can be checked. Numerical solutions produced by this package
can be checked against available analytical and experimental data to ensure that true physical
phenomena are captured. Then, the MIDO package can be rewritten into low level languages as
modules to a central-switching logic that is designed for a single CPU system. A full-featured
interactive graphical environment can be developed for this system.

The second stage of the suggested MIDO package development can be centered on the
expansion of the package to include support for a variable CPU system. Package development
can culminate in its high modularity, full user interface environment (for a PC with MS-Win-
dows-LINUX and workstations with UNIX and X-Windows), ability to change flow solvers in
the environment, change boundary conditions, switch between analysis mode, inverse design
mode, and optimization (based on user defined criteria) mode in the environment while devel-
oping a desired design.

Although most aerodynamic, heat transfer and elasticity analysis codes are written in
FORTRAN while genetic algorithms and graphical interfaces are more efficient when coded in
C++ language, the use the PVM (Parallel Virtual Machine) or the new generation MPL (Mes-
sage Passing Libraries) can make their simultaneous use possible. With the PVM or MPL, the
hybrid GA optimizer can be compiled from a C++ source, while an analysis code can be com-
piled from a FORTRAN source. The message-passing between the two running codes is not
extensive, yet it is independent of the language of the source code.

The efforts should be focused in developing a commercial quality MIDO package for
research and direct industrial use. Algorithms should be modified to run in FORTRAN 90 on
parallel CM-2, CM-5, IBM SP-2, CRAY-90, etc. or clusters of arbitrary PC's, workstations and



Multidisciplinary Inverse Design and Optimization (MIDO) 233

mainframes connected through a router thus stressing transportability to an arbitrary number of
CPU's.

15.6 Conclusions

The Multidisciplinary Inverse Design and Optimization (MIDO) approach to a complete aircraft
system design is already a reality in some of the leading companies. It has been taking two dis-
tinct paths where either a semi-sequential disciplinary optimization is performed or a simultane-
ous analysis and optimization of the entire system is performed. Both approaches have their own
difficulties with computing time requirements and numerical stability. These issues will progres-
sively be resolved by a better use of massively and distributed parallel computation and by the
development of faster iterative algorithms for analysis and constrained optimization.
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